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l. INTRODUCTION

Over the past decade, optical near-field techniques, especially scattering-type scanning
near-field optical microscopy (s-SNOM), have undergone tremendous development. This
is partly driven by the ever-increasing demand for the exploration of the nano-world and
partly attributed to the many technical advances in laser and scanning probe technology.
The wavelength independent spatial resolution of s-SNOM goes far beyond the Abbe
diffraction limit [1], promising an explosive amount of applications that spread
throughout the fields of physics [2-6], chemistry [7-12], biology [9,13—-23], as well as
various disciplines of engineering [24—-30], geo- and space-related science [31]. The
nature of the tip scattering and phase sensitive detection methods open up new
opportunities in studying electromagnetic mode dispersion, light-matter interaction, and
electron-lattice correlation with nanoscale resolution which conventional microscopy
techniques, such as phase contrast microscopy [32,33], differential interference contrast
microscopy [34], and laser scanning confocal microscopy [35], fail to achieve easily.

FIG 1. Far-field and Near-field measurements, accessing propagating field and
evanescent field, respectively.

To conceptually elucidate the fundamental difference between a conventional “far-field’
optical measurement and a near-field measurement, one can imagine a simple scattering
experiment of a macroscopic object as illustrated in FIG. 1. In general, the optical
properties of this object can be characterized by the position- (r), frequency- (w), and
momentum- (q) dependent optical dielectric constant (7, w, q). A light source far away
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from the object generates propagating electromagnetic (EM) radiation (blue) which
illuminates the object from free space. Upon illumination, the object induces two forms
of EM field, namely the propagating field (blue) and the non-radiating field (yellow) [36].
The latter of the two decays exponentially normal to the sample surface. For infared
illumination, the non-radiating field dies off typically within tens of nanometers, in the so-
called near-field zone. The propagating field, on the contrary, can radiate into free space
and be collected by a detector far away from the object. By analyzing the detected far-
field signal, material characteristics such as its complex dielectric permittivity (or
equivalently, complex optical conductivity or index of refaction) can be inferred based on
classical EM theory. However, limited by diffraction, the focus size of the illumination is
fundamentally prohibited to be much smaller than the wavelength. Consequently, the
detected signal is insensitive to local variations of the object in a subwavelength length
scale. More importantly, the information contained in the non-radiating near-field, which
might encode important high spatial frequency (momemtum) properties of the object, is
completely lost. The task of the near-field measurement is to retrieve the lost information
with a spatial resolution not defined by free space optics. However, in order to achieve
this several prices have to be paid. For one, a sharp probe shall be brought into the
proximity of the sample surface and we are forced to handle a more complicated sample-
probe ensemble instead of a much simpler isolated sample system. We also face the
challenge to perfect our understanding of the optical properties of the probe, which can
function as a light confiner (due to the extremely small radius of curvature of the apex)
and a scatterer (partly due to its elongated shape, analogous to an antenna). Furthermore,
the non-radiating field directly modifies the probe polarizability which eventually
manifests itself into the detectable far-field scattered field (yellow) in a nontrivial way.
With carefully excuted experiments and theoretical treatment, information of the object
surface in @ much smaller length scale can be gained. For more in-depth analysis and
physical insights of the fundamental aspect of near-field optics, readers are directed to
ref [37-39].

s-SNOM is a scanning technique that encompasses these ideas. In this technique the
sample is raster scanned under an oscillating AFM probe (commonly referred to as “the
tip”) which serves as a nanoscale light confiner, enhancer, and scatterer. Compared to
other scanning techniques such as scanning electron microscopy (SEM) [40], scanning
tunneling microscopy (STM) [41], and scanning transmission electron microscopy
(STEM) [42], s-SNOM offers very different dominant contrast. It yields optical properties
(e.g. dielectric constant) beyond the diffraction limit with compatible spectroscopic
capability and temporal sensitivity. At the same time, the AFM tip serves as a light
momentum matcher which enables momentum (q) resolved optical characterization
typically on the order of 10nm™! to 100 nm™!, predominantly defined by the
dimensions of the tip.



Like any other tip-based scanning techniques, it is not straightforward to understand the
collected information due to nontrivial tip-sample interactions. For s-SNOM, these
difficulties result from at least three factors. First, the well-known antenna effect [43]
causes light to be highly confined between the probe apex and the sample surface. The
specific geometry of the tip shank plays a significant role in determining the intensity of
the scattered signal. Second, in addition to the local optical information, a strong but
undesired background signal can be detected. This background signal can be mainly
attributed to the light scattering from the tip shank, cantilever, and sample surface. Third,
due to the broad momentum distribution of the localized radiation, in some cases
nominally ‘far-field trivial’ phenomena such as nonlocality of the electrons and phonons
need to be carefully addressed. These complications can occur in layer structures, thin
films, plasmonic structures, and low-dimensional materials.

In this review article, we focus on the technical aspects of s-SNOM [44] which is also
referred to as apertureless scanning near-field optical microscopy (ASNOM) or s-NSOM.
We discuss three key questions in great detail: How do different configurations of s-
SNOM work? How do we understand the detected near-field signal? And what may be
the next stage of the technical trend? Previous reviews [45-50] of s-SNOM cover the
technical progress from SNOM'’s first implementation in the 1970s to early 2000s and
specific aspects such as infrared s-SNOM. Here we will only briefly introduce historical
developments and we will maintain our main focus on the current stage and beyond. By
reviewing publications within the recent decade, we will discuss the various probing
techniques, signal demodulation methods, and progress in analytical and numerical
methods for data interpretation.

Il.  HISTORICAL DEVELOPMENT

In 1928, Irish physicist Edward Synge proposed an idea of achieving optical resolution
beyond diffraction limit [51] using an opaque metal film aperture with a small hole placed
very close to the sample surface (as illustrated in FIG. 2 (a)). He envisaged that when the
size of the hole and the hole-sample distance is much smaller than the wavelength, sub-
diffraction scattering through the hole can bring super-resolution. Realizing some
technical difficulties in his original design, in 1932 he further proposed an alternative
scheme in which he suggested to use a small object as the near-field optical probe (FIG.
2 (b)) [52]. (O'Keefe [53] and Wessel [54] reinvented the aperture- and scattering-type
schemes without knowing Synge’s work latter on, respectively.) However, Synge’s ideas
were never experimentally realized at his time due to many technical challenges. For one,
scanning techniques such as AFM were not implemented until the 1980s; For another,
the nanotechnology was not as necessary as it is for today. Nevertheless, Synge’s proposal
certainly sparked the idea to practically implement super-resolution using near field.
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FIG 2. (a) Synge’s original idea of overcoming the diffraction limit and achieving
ultrahigh spatial resolution using a small aperture. (b) Synge’s second idea with a small
subwavelength object as light confiner and scatterer.

In the late 1970s and early 1980s, progress in scanning probe technologies with sub-
nanometer precision [55] eventually led to the experimental fruition of Synge’s ideas [56—
61]. In a 1986 study by the Nobel laureate Betzig and colleagues [58], a line scan across
an aluminum grating was performed to yield ~150 nm resolution with incident
wavelength ~500 nm (FIG. 3 (a)). (As a side note: readers are encouraged to read Betzig’s
Nobel lecture [62], in which he eloquently summaries the quest for sub-diffraction
resolution from the 1980s to the late 2000s. Likewise, his work detailing the concept of
near-field optics is still insightful for today’s audience [59].) In a 2000 study by Hecht et
al. [63], the measurement of a metal island film achieved a resolution of /10 (~50 nm
resolution with 633 nm incident) (FIG. 3 (b)). In both studies, optical contrasts between
different materials were clearly observed. Different from the scattering-type near-field
systems, near-field instruments in the early days usually employed an aperture probe
which functioned as a waveguide and sub-diffraction emitter [63], similar to the original
scheme Synge proposed. Today, aperture-based SNOM is still a popular technique
offering unique advantages especially with visible or ultraviolet illumination [64-81]. A
detailed review on aperture based SNOM can be found in ref [63]. In principle, aperture
SNOM can achieve very high resolution by making the aperture size arbitrarily small.
However, in practice the resolution is limited to approximately A/10 due to the
waveguide cut-off effect [44]. This means for mid-infrared (mid-IR) light the resolution is
on the order of few hundred nm to 1 um, which in many cases does not meet the desired
nanoscale criterion. In the case of THz illumination, the resolution is on the order of tens
of microns [82] where practical applications in nanoscience become difficult to achieve.

Intense efforts devoted to developing s-SNOM occurred in the late 1990s. One of these
pioneering s-SNOM imaging works was published by Lahrech et al. in 1996 [83]. In their
work, they performed s-SNOM imaging of a gold grating and gold surface (FIG. 3 (c) and
(d)) and observed clear optical contrasts with an impressive sub 41/100 resolution.
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Contrastingly from aperture based SNOM, modern s-SNOM typically illuminates a
metalized AFM probe with a focused laser beam at an oblique angle of incidence. The
achievable resolution of s-SNOM is practically only limited by the radius of curvature of
the tip apex. The metal coated tips are usually based on Si cantilevers which are
commercially available and economical.
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FIG 3. Representative measurement results from early studies using near-field
techniques. (a) A line scan across an aluminum grating with ~500 nm visible illumination.
(b) Imaging of a metal island film with 633 nm visible illumination. (c) Imaging of a gold
grating and (d) imaging of a gold film surface with 10.6 um infrared illumination. (a) and
(b) are aperture SNOM measurements. (c) and (d) are s-SNOM measurements.

IIl. CURRENT STAGE

The most commonly used contemporary s-SNOM systems are at the visible and IR
frequency ranges using continuous-wave (CW) light sources. Thanks to the development
of highly stable commercial lasers such as gaseous, fiber-based, and quantum cascade
lasers (QCLs), typical laser noise can reach below 100 nV /v/Hz at ~100 kHz. The result
is a promisingly good signal to noise ratio (SNR) for near-field detection. This SNR has
been a critical development for s-SNOM because laser noise is usually the largest limiting
factor for sensitive optical measurements. The noise of state-of-the-art IR detectors is

typically below ~30 nV /+/Hz. In addition to CW lasers, ultra-broadband or tunable light
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sources, including synchrotron IR radiation and ultrafast fiber or solid state lasers, have
been successfully demonstrated to be useful for s-SNOM. These sources offer additional
temporal and spectral resolution. The synchrotron source produces about 1 microwatt
per wavenumber upon a diffraction-limited spot. The result is roughly 1 mW over a 1000
cm™ wide spectral range. This is orders of magnitude higher than blackbody radiation
sources.

While s-SNOM is still a nascent field, it has a large potential to bring new physics into the
experimental scope including nonlocal effects. This is especially true at longer
wavelengths (e.g. at THz frequency) since the light is tightly confined. The nonlocal
electron transport starts to contribute significantly to the near-field-accessible sample
volume under the tip. Additionally, operating s-SNOM at cryogenic temperature or in a
gaseous environment may aid the quest for low energy quantum phenomena. By coupling
this with other imaging techniques, such as focused X-ray diffraction (nano-XRD) and
Raman spectroscopy, s-SNOM can yield a multi-degree characterization of electrons,
phonons, and magnetization. In the following sections we will start with the basics and
introduce these new branches of s-SNOM in greater detail. We will restrain ourselves to
the discussion of references mainly within the recent decade (mostly around or after the
year 2010) to cover the latest progress in this field.

A. Prevailing near-field techniques and examples of experimental
accomplishments

1. s-SNOM with CW sources
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FIG 4. A typical s-SNOM setup with visible or IR light sources.



s-SNOM imaging is best when equipped with a monochromatic CW source [84,85]. Most
CW lasers at IR range are capable of providing a high output power of up to hundreds of
mW and maintain a high level of stability over long periods of time. For example, the hour
power fluctuation of a typical CO; laser is usually below 1%. A He-Ne laser can perform
much better, down to 0.1%. The high power-stability and low RMS noise are crucial for
performing long-time raster scans for high-resolution images.

A typical visible/ IR s-SNOM setup can be found in FIG. 4. The incident light is divided by
a beamsplitter into a reference arm and a probing arm. The probing beam is focused
(within the diffraction limit) by focusing optics, typically a parabolic mirror or a lens, onto
the apex of the AFM tip. Light interacts with the tip-sample system and gets scattered
elastically. The backscattered (or in some cases forward scattered) light follows the same
(or different) beam path back to the beam splitter and eventually gets collected by the
detector. The reference beam is reflected from a flat mirror on a delay stage and
interferes with the backscattered light at the detector. The result is the formation of an
asymmetric Michaelson interferometer. This allows one to access both amplitude and
phase information of the scattered light, yielding the possibility of extracting local
complex dielectric functions of the sample volume under the tip, without invoking the
Kramers-Kronig relations.
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FIG 5. (a) Schematic demonstration of s-SNOM mapping of the local sample permittivity
due to phase separation at the nanoscale. (b)-(e) Different phase inhomogeneity
patterns observed on near-field amplitude images during temperature-induced IMT
phase transition process on VO; films grown on different substrates. (b) VO on sapphire
substrate. (c) VO on [100]r TiO;. (d) VO on [110]g TiO,. (e) VO2 on [001]r TiO.

With CW visible/ IR s-SNOM, a wide range of canonical systems have been intensely
investigated. Major categories in a condensed matter system include, but are not limited



to: mesoscopic phase inhomogeneity in strongly correlated quantum materials [3,30,86—
101], polaritonic wave propagation in plasmonic or dielectric samples, especially low-
dimensional materials like graphene and boron nitride [6,102—-129], and subwavelength
electrodynamic responses from artificial nanostructures [4,5,27,28,94,106,130-152].

In strongly correlated electron materials (SCEM) [99,153,154] s-SNOM was first employed
to study phase separations in transition metal oxides. Since most of the SCEM systems
are composed of “bad metals” and “bad insulators”, the optical contrast in a typical near-
field image faithfully represents the variations in sample permittivity FIG. 5 (a). In a
landmark 2007 study by Qazibash et al., the temperature induced insulator-metal
transition (IMT) in vanadium dioxide (VO2) was directly imaged with IR s-SNOM (FIG. 5
(b)) [3]. Due to the inhomogeneity in local dielectric permittivity during the IMT, local
scattering amplitude exhibited distinct contrast. In later studies, unidirectional phase
separations were observed in epitaxial VO, films grown on TiO; substrate with different
crystal orientations [96,98,100]. Due to the distinct strain environment, a variety of
pattern formations at elevated temperatures were directly imaged (FIG. 5 (c), (d), and (e)).
It becomes relatively easy to study SCEM with s-SNOM compared to other techniques due
to its larger scanning area (up to 100 um by 100 um) and wider working temperature
range (up to 450K). A detailed review on this subject can be referred to the review article
by Liu et al [99].

(a)

S
%%cf
2
i Surface

Polariton Wave

Optical
Interference Fringes

Intersity

Ef f— T

FIG 6. (a) Schematics demonstrating s-SNOM direct imaging of the interference patterns
due to propagating polaritonic waves. (b), (c), and (d) Interference of graphene surface
plasmons. (e) Interference pattern of hBN surface phonon polaritons. (f) Interference
pattern of MoS; waveguide mode.

Additionally, s-SNOM accesses a broad range of in-plane momentum due to the light-tip
interaction. This property has enabled the direct visualization of surface polaritonic wave
propagation, e.g. surface phonon-polaritons or plasmon-polaritons. In most cases, the
AFM tip scatters the incident light and launches a cylindrical polariton wave of wavelength
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Ap- This tip launched polariton wave can interfere with the boundary-reflected wave (FIG.
6 (a)) and form a periodic standing wave pattern of wavelength A,/2 . Representative
studies by Fei et al., Woessner et al., and Gerber et al. demonstrate the interference
patterns of graphene plasmons in FIG. 6 (b), (c) and (d), respectively [5,103,104]. In a
2014 study by Dai et al., interference patterns of surface phonon polaritons on a
hexagonal boron nitride (hBN) were reported (FIG. 6 (e)) [6]. Recently, Hu et al obtained
the interference pattern of waveguide modes to infer the anisotropic dielectric function
of MoS; (FIG. 6 (f)).
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FIG 7. (a) Schematics of s-SNOM imaging of plasmonic nanostructures. (b) Imaging of
resonant gold nanoparticles. (c) Imaging of structure disk array. (d) Investigation of
dipolar antennas with different lengths. (e) Imaging of a folded dipole antenna. The
yellow and black color scheme represents the near-field amplitude while the blue and
red color scheme represent phase images.

Another heavily investigated application of s-SNOM is the study of plasmonic
nanostructures and metamaterials below the unit cell scale. The sample units are usually
an order of magnitude smaller than the wavelength of interest. Due to the high sensitivity
to local electric field and charge accumulation, s-SNOM is an ideal tool to visualize the
field and charge distribution induced in plasmonic nanostructures (FIG. 7 (a)). For instance,
a pioneering study in 2001 by Hillenbrand et al. used s-SNOM to study the plasmonic
resonance of gold nanoparticles (FIG. 7 (b)) [134]. Research interest in this topic has no
sign of slowing down within the decade. Here we present results from four representative
studies by Alonso-Gonzalez et al. and Xu et al. where nano-disks, bars, and antennas are
studied (FIG. 7 (c) (d) (e))[132,135,138]. Conventionally, spatial mapping of
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nanostructure resonances can be indirectly studied by numerical simulations or by far-
field measurements. With s-SNOM different resonance modes are neatly visualized.

Other notable applications of CW visible/ IR s-SNOM include studies of the nonlinear and
thermal effects in the near-field [155], characterization of sample thickness and optical
constants [156—160], enhancing signal by manipulating sample environment [161,162],
and so on. Govyadinov et al. demonstrated in their 2014 study that sample thickness and
permittivity can be simultaneously and quantitatively extracted from s-SNOM images
demodulated at multiple harmonics of the tip oscillation frequency [156]. In the following
year, Wang et al. showed that not only was it possible to map the conventional lateral
near-field interaction, but also the vertical near-field response, i.e. the near-field
confinement in the direction normal to sample surface. This provides the ability to map a
full three-dimensional near-field interaction between the tip and the sample [163,164].

2. s-SNOM in time domain
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FIG 8. Example of an ultrafast near-field pump-probe spectroscopy setup.

Ultrafast optics has been widely employed to investigate dynamics of carriers including
electrons, spin, and phonons at femtosecond (fs) and picosecond (ps) time
scales [165,166]. The s-SNOM setup is compatible with conventional pump-probe
techniques where a great variety of experimental schemes exist depending on the specific
needs [167]. An example of an ultrafast pump-probe near-field setup is shown in FIG. 8.

Ultrafast s-SNOM was pioneered by Wagner et al. in 2014 with two seminal works on InAs
and exfoliated graphene [168,169]. By analyzing the area dependent near-field signal
evolution at ~100 fs scale they were able to reveal the enhanced plasmonic response. This
response was attributed to the effective electron temperature increase following the
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photoexcitation (FIG. 9 (a)). Subsequent studies by O’Callahan et al. and Donges et al.
used ultrafast IMT dynamics to investigate VO, nanocrystals with optical-pump/ optical-
probe and optical-pump/ IR-probe setups (FIG. 9 (b) and (c)), respectively [170,171].In a
2014 study by Eisele et al., IR-pump/ THz probe measurements of an InAs nanowire
uncovered its photoinduced carrier dynamics at a range of 30 - 40 THz (FIG. 9(d)). In a
2016 study by Ni et al., an IR-pump/ IR-probe experiment on graphene neatly mapped
out the time-dependent plasmon-polariton dispersion and revealed the time-dependent
photodoping effect with momentum resolution (FIG. 9 (e)).

An ambitious goal of this nascent research with ultrafast s-SNOM is to study photo-
induced dynamics without the limitation of sample size, which brings nanoconfinement
and plasmonic imaging into the central stage. Despite the early successes, many problems
remain to be solved. For example, laser repetition rate has to be in an appropriate range.
It can not be too high—pulse energy too small. It can not be too low either—low yield in
the signal detection. In addition, the high pulse power can induce accumulative heating
in the tip and result in unstable AFM operation. Future development of ultrafast s-SNOM
with a repetition rate in the range of a few hundred kHz can be a good compromise [172].
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FIG 9. Representative ultrafast s-SNOM studies. (a) Optical pump/ optical probe s-
SNOM of graphene. Results show a layer dependent near-field signal decay. (b) Optical
pump/ optical near-field probe of VO, nanocrystals. Result shows the transient near-
field reflectivity with different pump fluences. (c) Optical pump/ optical probe s-SNOM
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of VO2 nanocrystals. Result shows spatiotemporal images of photoinduced insulator to
metal transition. (d) IR-pump/ THz probe s-SNOM of an InAs nanowire reveals ultrafast
photoinduced carrier dynamics. (e) IR-pump/ IR-probe s-SNOM of graphene maps out
time-dependent plasmon-polariton dispersion.

3. s-SNOM for broadband nano-spectroscopy

Monochromatic illumination produces superior image quality by utilizing the fine
linewidth and high power (watt per wavenumber) of CW lasers. Broadband spectroscopy,
on the other hand, can deliver point-by-point spectral information with a much broader
bandwidth (200 cm™ to 2000 cm™). The idea of combining spectral measurement to s-
SNOM gained recognized popularity in the late 2000s and early 2010s [10,19,21—
23,27,31,128,150,152,173-181] along with the development of intense and high
repetition rate tunable-QCLs and ultrafast fiber-based amplifiers. Synchrotron light
sources have also been explored as ultra-broadband sources for s-SNOM. Based on
Fourier-transform infrared spectroscopy (FTIR) techniques that are well established for
far-field optics, IR spectroscopy with 10 to 20 nm resolution can be routinely achieved.

The reference arm differentiates broadband and monochromatic s-SNOM (FIG. 4). In a
broadband s-SNOM experiment, the reference mirror scans over a wider spatial range so
that an interferogram (detected light intensity versus optical path difference) is obtained.
The complex-valued near-field spectrum is calculated by imposing Fourier transform on
the near-field interferogram. On the other hand, with a tunable laser system the
experiment decomposes into multiple steps of CW s-SNOM measurements without the
interferogram.
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FIG 10. Examples of near-field spectroscopy measurements. (a) Near-field spectrum of
SiO; films with different thickness. (b) Near-field spectrum of graphene on SiO,. (c)
Location dependent near-field spectrum of single crystal VO, at room temperature. (d)
Near-field spectrum of four common semiconductors. (e) Near-field spectrum of
mollusk shells at two different stages as aragonite and calcite.

Some noticeable examples of broadband nano-IR experiments are as follows. In a 2012
study by Zhang et al., SiO; thin films with different thickness on a Si substrate were studied
in the frequency domain to assess the accuracy of two different theoretical models. With
a combination of CO; lasers and QCLs they successfully mapped out the spectrum of SiO,
phonons in the frequency range from 900 cm™® to 1300 cm™ (FIG. 10 (a)) [182]. In
comparison to the theoretical calculation, they demonstrated the importance of
accounting for the length of the tip shank in theoretical models. In a 2011 study by Fei et
al., the hybridization of graphene plasmons and SiO; surface phonons were investigated
thoroughly with a similar s-SNOM spectroscopy technique (FIG. 10 (b)). In a 2014 study
by Wagner et al., an IR ultrafast laser was employed as a source for broadband s-SNOM
measurement [168]. Broadband investigation of SCEM has also been demonstrated to
infer the correlation between the electron and lattice during a nanoscale insulator to
metal phase transition. For example, Liu et al. in their 2015 work revealed two different
IR active monoclinic phonon modes (M1, M2) at adjacent locations (subwavelength) on
the surface of a single crystal VO, sample (FIG. 10 (c)) [100]. Hermann et al., in their 2014
study characterized the distinct near-field responses of different semiconductors with a
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broadband synchrotron light source (FIG. 10 (d)) [183]. Muller et al. demonstrated the
capability of chemical fingerprint identification of mollusk shells with different
compositions (FIG. 10 (e)) [10].

Although spectroscopy can be performed with tunable lasers or pulsed lasers, the
synchrotron light source (SLS) usually offers a broader simultaneous bandwidth which can
greatly enhance the experimental throughput of s-SNOM. SLS can produce about 1
microwatt per wavenumber into a diffraction-limited spot. The result is about 1 mW over
a 1000 cm™? spectral range which satisfies the minimum requirement for s-SNOM
detection. There are a number of synchrotron sites that provide IR near-field
spectroscopy (nano-FTIR) facilities including Advanced Light Source (ALS) SINS beamline
in Lawrence Berkeley Laboratory (LBL), Berkeley, California, USA; Metrology Light Source
(MLS) in Germany; Laboratdério Nacional de Luz Sincrotron (LNLS) in Brazil;
ElectroMagnetic Infrared Radiation (EMIRA) in Jordan, and the SPring-8 synchrotron site
in Japan [184-189]. They can routinely perform IR s-SNOM spectroscopy (also known as
nano-FTIR or broadband nano-IR) measurements from below 600 cm™ to 2500 cm™ (4 to
15 um) with reliable SNR and below ~8 cm™ spectra resolution [8]. New possibilities also
exist in other national facilties such as NSLS-II at Brookhaven National Laboratory (BNL),
which can in principle provide 2 to 100 um wavelength bandwidth with new generation
of stable synchrotron IR light sources. Other noticeable techniques include the use of
high-temperature plasma generated in a gaseous environment as a broadband table-top
light source. An impressive bandwidth and reasonable SNR has been demonstrated
recently [190,191].

B. Emerging techniques and cutting-edge experiments

1. s-SNOM towards longer wavelengths
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FIG 11. An example of a THz s-SNOM setup.
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Operating s-SNOM at the far-IR and THz frequency range deserves its own chapter due to
the many technical difficulties it encounters. As the ‘THz gap’ (a lack of an intense source
from 0.1 to 10 THz) has been gradually filled in the far-field, near-field THz-SNOM meets
an even more stringent requirement. Of course, challenges and efforts do not come
without reward. Due to its low photon energy, THz is ideal for non-invasive diagnosis of
biological substances [192—-195] and probing many low energy excitations in quantum
systems including phonons, cyclotron, and the energy gap in high-temperature
superconductors and quantum wells [196]. Accessing the near-field regime allows for
many applications in condensed matter and biophysics, especially combined with
cryogenic conditions as we will detail in the next session.

Historically, attempts to generate THz radiation were first carried out by using frequency
mixing [197], QCLs [198—-200], and free electron lasers. The first set of scattering-based
THz near-field experiments were developed in the mid-2000s [201-204]. Later on, THz
waveguide probes were successfully demonstrated in the early 2010s [205,206]. Higher
harmonic signals (n = 2) were experimentally obtained first in 2008 by Huber et al. They
used a CW CH3OH gas laser operating at 2.54 THz to image a Si transistor and
demonstrated the quantitative characterization of local carrier concentration and
mobility with nanometer resolution (FIG. 12 (a) [26]). In the same year, Ribbeck et al.
successfully demonstrated the THz s-SNOM measurement of Si with different doping
levels [207]. Jacob et al in 2012 used a free electron laser to perform THz s-SNOM imaging
of InAs quantum dots and successfully observed contrast induced by transitions between
two confined states belonging to the same band [164]. At the time of these studies,
radiation generated by gaseous lasers and THz QCLs suffered from low emission power or
narrow bandwidth which limited the SNR and spectroscopic applications. THz generated
from nonlinear crystals (ZnTe) or the photo-Dember effect (InAs) can in principle yield
higher instantaneous power (pulse energy) and good bandwidth [207,209,210]. However,
due to the low repetition rate usually used for pump excitation (e.g. 1 to 10 kHz), a decent
SNR in near-field will require unbearable long acquisition time. A high repetition rate, high
SNR THz source must be used. In this case, the photoconductive antennas (PCA) have
been proven to be useful. The PCA was introduced in the late 1980s and early
1990s [211,212] providing a dynamic range reaching above 80 dB at the 0.2 to 3 THz
frequency range. The state-of-the-art PCAs can generate ultrashort pulses with a
frequency range of up to 15 THz [213]. With further improvement one can envisage that
the PCAs can be a dominant tool for broadband THz s-SNOM [214].

A typical PCA based THz s-SNOM setup is shown in FIG. 11. In order to maximize the THz
signal, the incident and scattered light are separated into two different beam paths by
removing the beam splitter (of course, this scheme is suitable for IR as well). In practice,
two visible guide lasers are often used for easy alignment of the THz beam. Indium tin
oxide (ITO) works well as a THz mirror, but partially transmits the guide beam. This serves
as an ideal dichroic beam splitter for THz and visible light. Since lenses are often avoided
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for diffraction-limited focusing at THz frequencies, parabolic mirrors are required. The
scattered light is collected on the other side and detected at the PCA receiver.

(@) NELAE I (b) graphene AFM
" U 0 8y Si0,

FIG 12. Representative THz s-SNOM studies. (a) Top: AFM topography image. THz s-
SNOM imaging of a transistor device with a gas laser operating at 2.54 THz. Carrier
concentration and mobility can be quantitatively identified. (b) THz photocurrent
imaging of slow plasmons in a split-gate graphene photodetector. (c) THz s-SNOM
imaging of graphene monolayer with a gold reference and PCA-generated broadband
THz illumination. (d) THz s-SNOM of IMT of VO, with a PCA-generated broadband THz
illumination.

Despite THz s-SNOM’s adolescence, successful experiments in the field have been
performed with regularity in recent years. Moon et al. presented a THz s-SNOM imaging
study of a gold grating under a SizsN4 layer in 2015 [215]. Stinson et al. reported a direct
observation of IMT of VO, with THz s-SNOM (FIG. 12 (d)) in 2018 [ref after published?].
In the same year Zhang et al observed high near-field reflectivity of a graphene monolayer
(FIG. 12 (c)) with a near-field signal comparable to the noble metals. [ref after published].
Another 2018 study by Liewald et al proposed an electronics-based s-SNOM setup
operating from 0.5 to 0.75 THz by high-harmonic generation of microwaves [216]. In
addition to the ever-seeking battle for better THz sources, recent studies have found
various ways to overcome the low scattering signals and make equally scientific important,
but more amenable, schemes. For example, in a 2016 study by Alonso-Gonzalez et al. and
a 2017 study by Lundeberg et al., THz graphene plasmons were mapped with near-field
photocurrent generation (FIG. 12 (b)) [217,218]. In a 2017 study by Klarskov et al. [219],
a THz emission microscopy scheme is proposed where IR incident beam interacts with the
tip-sample system and terahertz emission due to nonlinear response is detected in the
far-field. Low repetition rate and high-power THz generation via ZnTe, LiNbOs or InAs can
in principle be used in the near-field THz-photocurrent and THz emission scenarios since
they yield much higher SNR. We anticipate this field will be a new research frontier with
exciting physics to come in the following years.
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2. s-SNOM at low temperature and high magnetic field
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FIG 13. Representative low-temperature s-SNOM studies. (a) s-SNOM imaging of V203
IMT at ~200 K. (b) s-SNOM imaging of ferroelectric domains at ~222 K and room
temperature. (c) s-SNOM imaging of V203 IMT from 169 K to room temperature.

A daunting quest in the field of s-SNOM is to perform routine measurements at cryogenic
temperature, namely cryo-s-SNOM. Although its importance is universally recognized,
cryo-SNOM is technically challenging for a number of reasons. To start, conventional AFM
cannot work in high vacuum and low temperature environments. It requires nine
positioners (three for the sample, three for the focusing mirror, and three for the tip) that
work independently. Furthermore, it requires a cryo-scanner with a reasonably large
travel range (since s-SNOM operates at a much larger scanning range than STM) and good
radiation shielding to compensate for the thermal loss which originates from various
optical components. The first study on low-temperature s-SNOM was from Yang et al in
which s-SNOM images of V,03 during IMT at ~200 K were performed (FIG. 13 (a)) [220].
In the following year, Déring et al demonstrated s-SNOM imaging of BTO ferroelectric
domains at ~222 K (FIG. 13 (b)) [86]. In 2016, McLeod et al systematically demonstrated
the use of s-SNOM to study SCEM by observing IMT of V,03 at 160-180 K with extremely
high spatial resolution and SNR (FIG. 13 (c)) [2]. Very recently, Ni et al. explored the
fundamental limits to graphene plasmonics with cryo-s-SNOM operating at 60 K,
observing long-distance plasmon propogation [221].

As cryogenic environments and magnetic excitation often come hand in hand, operating
s-SNOM with a strong magnetic field present is another new and exciting research focus.
So far the experimental results have only been demonstrated with scanning microwave
impedance microscopy (sMIM) [222—-225] which relies on electronic instead of optical
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scanning techniques. Magneto optical imaging with the near-field technique has been
demonstrated but still awaits more further exploration [226-228].

3. s-SNOM and its integration with other techniques

Inherently, the s-SNOM apparatus bridges far-field electromagnetic propagation and
microscopic (near-field) scanning methods. Therefore, this versatile platform can be
integrated into many other optical and non-optical techniques. For example, surface-
enhanced Raman spectroscopy (SERS) has gained tremendous popularity over the past
couple of decades due to its fine sensitivity to molecular vibrations and absorptions [229—-
231]. The concept of combining SERS and s-SNOM has been successfully achieved [232].

Focused X-ray diffraction (nano-XRD) is an important tool for crystallography research
with enhanced spatial resolution, typically within micron scale. Nano-XRD achieves high
resolution by focusing X-rays with a Fresnel zone plate or a Kirpatrick-Baez
mirror [233,234]. This state-of-the-art nano-XRD experiment currently can probe a
resolution of 30 nm, comparable to s-SNOM resolution. It's well known that XRD
experiments reveal crystal lattice information. Combining nano-XRD to s-SNOM
conveniently investigates a sample’s optical and structural properties concurrently at the
nanometer scale. The first of its kind is currently under development at the Advanced
Photon Source (APS) in Argonne National Laboratory (ANL).

Another potential combination is the integration of s-SNOM with scanning thermal
microscopy (SThM). SThM measures a sample’s thermal properties such as surface
temperature and thermal conductivity. The feasible resolution for commercially available
products is also close to 50 nm. Coupled with s-SNOM, optical and thermal properties can
be simultaneously measured. In addition, ultrafast THz STM can be combined with THz
cryo-s-SNOM since they share the same essential optics and hardware.

At the end of this session, we show a few tangible imaging systems: cryo-SNOM (FIG. 14
(a)), synchrotron-based broadband s-SNOM (FIG. 14 (b)) and nano-XRD + s-SNOM systems
(FIG. 14 (c)). The complexity of s-SNOM requires a careful examination of the theory and
understanding of the acquired signals, as we will discuss in the next two sections.
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(b)

FIG 14 (a) cryo-SNOM set up currently in Professor Dimitri Basov’s lab in Columbia
University. (b) Synchrotron-based broadband s-SNOM in ALS, Berkeley. (c) A s-SNOM
system integrated to a time-resolved x-ray diffraction microscopy beamline by Dr.
Haidan Wen in Argonne National Laboratory.

IV. SIGNAL DETECTION SCHEMES

As briefly discussed in the introduction, in s-SNOM experiments the far-field-detected
signal contains genuine near-field information as well as a strong and undesired
background signal which comes from the far-field scattering of the tip and sample. This
background signal causes unwanted artefacts and poses complications when extracting
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optical properties of the samples. Therefore, a detection scheme that allows background
filtration is necessary in s-SNOM experiments.

To suppress the background signal, the near-field signal is typically modulated by the AFM
probe. In tapping mode, the AFM tip is oscillating vertically at its mechanical resonance
frequency (Q), typically at 20-300 kHz depending on the specific cantilever and driving
voltage. The near-field signal varies rapidly with the tip-sample distance in a nonlinear
fashion while the background signal varies strongly linear. Consequently, the
demodulated scattering signal at the higher harmonics of the tip tapping frequency (29,
3Q)...) predominantly contains near-field signal while the background is largely
suppressed.

To optimally preserve the near-field signal and reduce the background signal, multiple
detection schemes have been developed. In this article, we will focus our attention on
intensity detection techniques. Electric field detection techniques like electro-optic
sampling are viable methods, especially for THz and ultrafast s-SNOM, but are less
common. Therefore, we will not discuss them explicitly. Among various intensity
detection techniques, the most implemented are self-homodyne, homodyne, heterodyne,
and pseudo-heterodyne. Here we introduce each method in detail with a simplified
mathematical treatment and then present their advantages and disadvantages. Detailed
mathematical derivations can be found in the respective references. Readers are also
encouraged to read the in-depth review article by Dai et al [235].

Other less common, yet still successful, detection schemes such as phase-shifting
interferometry [236] and the synthetic optical holography technique [237,238] have also
been demonstrated successfully. Due to length constraint, we are not able to discuss
them in detail.

A. Self-homodyne (SHD)

In the early stages of s-SNOM, the most common and straightforward detection scheme
was self-homodyne detection as indicated in FIG. 15 (a). The detector only records signal
intensity, which is the amplitude squared of the incident electric field:

I = (B, + B5)(F; + ),
where E,, is the complex near-field scattered electric field and E}, is the complex
undesired background. * denotes the complex conjugate. Multiplying out the terms, it’s
easy to find that
—2 _— 2
I =|E,|" + 2|E,||Ep| cos(wn — @p) + |Ep|
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The lock-in amplifier demodulates the signal at higher harmonics of the tip tapping

— 2
frequency. Since E}, varies little with tip-sample distance, |Eb| gets mostly filtered out
after demodulation. Thus, the modulated signal becomes:

1= B + 2| BBy | cos(on — ).

That is, the detected signal contains a subtle combination of the near-field and
background. Fortunately, in most cases, the second term is much larger than the first term
because the background scattering is usually orders of magnitude larger than the near-
field scattering. Thus, the detected signal can be structured into the near-field signal
enhanced by the background signal. One major drawback of self-homodyne detection
scheme is that only intensity information is accessible and phase information is totally
lost because ¢, is not a controllable parameter, unlike more sophisticated detection
schemes introduced in the following sessions. Furthermore, spatially varying E; and ¢,
could lead to a degree of randomness (artefact) in the obtained near-field images, making
guantitative data interpretation difficult.
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FIG 15. S-SNOM detection schemes. (a) Self-homodyne detection. (b) Homodyne
detection. (c) Heterodyne detection. (d) Psedo-heterodyne detection.

22



B. Homodyne (HD)

Nowadays, self-homodyne detection is rarely used. Instead, a more advanced detection
scheme, homodyne detection, is often utilized in a s-SNOM setup. Essentially, homodyne
is self-hnomodyne with an added reference arm such that an asymmetric Michaelson
interferometer is formed (FIG. 15 (b)). With this coherent detection setup, both
amplitude and phase information can be accessed. Looking at the detected signal
intensity again, this time we have

I=(E, +E, +E)(E + E; + E),
where E; is the reference electric field. Multiplying out the terms, we arrive at

—_ —_ — 2 —— —_—
I = |En|2 + |Eb|2 +|E| + 2|}:’~"£||Lili| cos(pn — ¢p) + 2|E,||Er| cos(pn — @) +
2|Eb||Er|COS(<Pb - ®r).

After demodulation by the lock-in amplifier, the |F£|2, |E;|2, and 2|F;||F;| cos(pp — @,)
terms become mostly filtered out since both E; and E, are not modulated by the tip
tapping. Therefore, the detected signal becomes:

I = |Ea|” + 2|Ey||By| cos(on — @b) + 2|Bnl|Ey| cos(en — ).

By deliberately raising the reference beam intensity much higher than the probing beam,
the first two terms are small compared to the third. In effect, what we detect is the near-
field term scaled by the reference signal. Since the reference beam’s optical path can be
easily adjusted, ¢, is in control. Therefore, coherent detection with both amplitude and
phase is achieved.

Notice that with homodyne detection the second term containing the background cannot
be totally neglected. Especially for reflective samples where E; is large, background
artefact will be present despite the demodulation procedure. A common way to minimize
this is to place a reference (thick metal padding for example) right next to the sample.
Dividing the signal detected on the sample by the signal detected on the reference can
effectively get rid of the spatial variation caused by F;. Also, to obtain the complete
information of both the amplitude and the phase information of the near-field signal, two
consecutive scans with the reference mirror at different optical path lengths must be
performed. The difference should be 1/8, or equivalently a quarter wavelength optical
path difference or a 90 degree phase delay. For a highly reflective reference that only
yields the real part of the near-field signal (as we will detail later), the real part of the
signal can be found when the reference optical path matches the sampling optical path.
The imaginary part is found when the difference between the two optical paths is half of
the wavelength. This double-pass technique is relatively time-consuming and requires a
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higher signal stability. However, the homodyne scheme is easy to implement compared
to the more sophisticated techniques introduced in the following sections. Therefore, it
is still one of the most commonly practiced detection methods [239].

C. Heterodyne (HTD)

In principle, the heterodyne detection [240-242] scheme can suppress the background
signal completely. The major difference between heterodyne and homodyne is that the
reference beam is frequency-shifted from the sampling beam in heterodyne detection
while it stays the same in homodyne detection setup (FIG. 15 (c)). In HTD after the beam
leaves the beamsplitter the reference beam’s frequency is shifted by a small amount, Aw.
This frequency shift is commonly performed by an acousto-optic modulator (AOM).
Mathematically speaking, the detected signal is still given by

I =(E, +E, +E)(E; + E} + E}).

In the heterodyne case E, denotes the frequency-shifted reference. Again, multiplying
out the terms we arrive at

— — 2 —_— _
I = |En|2 + |Eb|2 + |ET| + 2|En||Eb| cos(gp, — @p) + 2|En||Er| cos(Awt + ¢, —
@r) + 2|E, ||E7| cos(Awt + @), — ¢,.).

After demodulation by the lock-in, |F;|2 and |F;|2 are essentially filtered out due to their
time-independence. Note that 2|E;||E':| cos(Awt + @, — @,.) beats at frequency Aw
which provides a convenient reference for optical alignment of the interferometer. The
2|§;||F;| cos(¢p,, — @) term is mainly modulated at the tip tapping frequency, Q. To
extract the signal of interest, namely the 2|Evn||E7| cos(Awt + @, — @,) term, we
perform demodulation at n{) + Aw instead of n{ in the homodyne case. To illustrate the
reason for demodulating at nQ + Aw, we write 2|E,||E,| cos(Awt + ¢, — ¢,) as a
Fourier series:

Yk Ay |En| cos(kQt) |E;| cos(Awt + ¢, — ;).

Therefore, when demodulated at n{) + Aw, the amplitude information mostly contains
the near-field amplitude enhanced by the reference amplitude. The detected phase
information is purely near-field since the reference phase and the frequency shift are
artificially controllable quantities. No uncontrollable background is present.
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D. Pseudo-heterodyne (PHD)

As discussed above, in the HTD scheme the reference beam is usually frequency-shifted
by an AOM. This method is not universally applicable because commercially available
AOMs only operate in a limited spectral range. To overcome this difficulty, the pseudo-
heterodyne method was proposed and has been widely implemented [243-245]. The
pseudo-heterodyne detection setup (FIG. 15 (d)) is similar to the HD setup. The only
difference is that in the PHD scheme the reference mirror is vibrating harmonically with
a small spatial amplitude, a at a frequency w,, much smaller than the AFM probe
vibration frequency, (1. This vibration changes the optical path of the reference arm
causing a phase-modulation of the reference beam electric field. This electric field can be
written in Fourier series as

Er — ZkAkelkwmtr

where the Fourier coefficients are given by

. km
A = Al (@)e' G+,

where [, is the k-th Bessel function of the first kind and Ag is the phase difference
between the reference beam and sampling beam. Due to this phase-modulation of the
reference arm, the n-th harmonics of the detected signal split into sidebands at
frequencies n{) + mw,, . Notice that among the sidebands the signal is successively
proportional to the real and imaginary part of the complex signal. By setting the
modulation amplitude a to a specified value, the proportionality of the real and imaginary
parts can be equalized. Thus, the pseudo-heterodyne detection scheme allows
simultaneous measurement of the signal amplitude and phase (or more directly, real and
imaginary parts) in one raster scan yielding superior time efficiency.

The superior time-efficiency and background-free nature of PHD allow this technique to
be commonly practiced and is performed by many researchers pursuing PhD degrees in
near-field optics today.

V. ANALYTICAL MODELS AND NUMERICAL METHODS

The complex nature of propagating and non-propagating waves in near field detection
poses great difficulties to data interpretation. Understanding the scattering pattern of the
important “mediator” and “scatter” - the tip - which initiates both the near-field and free
space far-field waves is the first step to decipher the sample properties encoded in the
near-field signals [246]. In addition, due to the strong coupling of the tip and the sample
each loses their own identity and they become a single entity. Thus, we must treat a
scattering problem of the tip-sample ensemble. The intrinsic length scale for this tip-
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sample ensemble is on the deep subwavelength scale which sometimes poses challenges
for calculation using classical electrodynamic theory. In addition, the tip geometry
approximates a cone which creates a non-integrable singularity point and length scale
mismatch near the tip apex. As a result, analytical modeling or numerical simulation is
hard to perform due to calculation divergences and large mesh cell settings, respectively.
Nevertheless, with decades of development the complexity and predictability of the
theoretical and simulation methods have advanced significantly. Various geometries
including spheres, elongated spheroids, hyperboloids, and cones have been employed to
approximate the role of the tip (FIG. 16 (a)). In the following section, we will introduce in
detail various representative models. We will also compare the predictability of these
models with a representative sample: SiO; at its IR active phonon frequency close to
~1100 cm™™.

We also want to mention that the localized field at the vicinity of tip-sample gap contains
a broad momentum distribution. Qualitatively, the dominant momentum is on the order
of 1/(tip radius). In some cases, especially in good metals, 2D materials, and thin films,
nonlocality has a significant effect. That is, the sample properties like the permittivity and
conductivity not only depend on frequency but also pick up a momentum dependence.
The nonlocal effect will be discussed at the end of this section.

A. Momentum-dependent reflection coefficient

A straightforward but crude approximation for understanding s-SNOM reflectivity is the
so-called “ r, approximation” [6], with the p denoting the p-polarized electric field of the
incident wave. In this approximation we completely ignore the geometry of the tip and
only account for its presence by considering the momentum-dependent sample response.
This is given by the momentum-dependent p-polarized reflectivity [247]

&1ko—&ok1

(@, q) = (1)

€1k0+€0k1'
where g, denotes vaccum permittivity and &, denotes sample permittivity. k, and k;
denote z-components of the momenta in vaccum and sample and are given by

w?2

Kop = [€127 — q?, (2)
where w is the light’s frequency and g is the in-plane component of the momentum.
Since the confined electric field is evanescent, the imaginary part of kg, must be a
positive nonzero number. Due to the tip scattering, the near-field electromagnetic wave

has a wide range of in-plane momentum distribution with most of its weight much larger
than the free space momentum. The q distribution follows a weight function which peaks
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at roughly ~% where a is the tip apex curvature radius with a typical value of 10 to 100
nm. Since generally g > %, 1, can be further approximated by the g -independent
function which is found by taking the limit as ¢ — oo:

_ €1—¢&o _ 81—1
rp((‘)) - &1t+&g - £1+1. (3)

We need to stress that the 1, approximation only provides the simplest understanding of
the physical process in a near-field experiment so it is not expected to have any
guantitative predictability. However, its importance should not be overlooked as it
functions as a stepping stone for the future developments of more complicated models.
Several studies, mostly involving two-dimensional materials, have been successfully
understood by this simple approach [174,248].
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FIG 16. (a) Schematic representation of various geometries including a sphere,
elongated spheroid, hyperboloid, and cone for tip approximation in theoretical models.
Third harmonic near-field amplitude (b) and phase (c) spectra calculated by various
models compared to experimentally measured data as a benchmark for model
predictability. Experimental data is adapted from ref [249]. GSM: generalized spectral
method; CMM: conformal mapping method; PD: point-dipole mode; FD: finite-dipole
mode; EXP: experimental data.
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B. Point-Dipole Model

Heavy theoretical investigations of the behavior of a polarized particle above an infinite
plane have been carried out since over half contrary ago [247,250-255]. In the late 1990s,
this model was applied to s-SNOM for data interpretation [256]. To account for the
presence of the tip, the most straightforward approach is to approximate the tip as a
polarized sphere and then as a point dipole with the same polarizability [44,257,258]. This
model, both in its original version and modified versions, has successfully explained much
of the experimental data at least on a qualitative level [174,182,259-261]. With this
approximation the problem at hand essentially becomes a scattering problem of light by
a small particle (AFM tip) above an infinite half space (sample). Rigorous mathematical
treatment of this problem can be found in ref [247,262,263]. For our purposes, we only
catch the essence of this model without going into the details. Also, we will only present
the simplest version of the point-dipole model where (1) the sample is considered as an
isotropic infinite half space, (2) we only consider the vertical component of the electric
field, and (3) we make use of the quasi-electrostatic approximation where retardation is
ignored. Note that more complex versions of the point-dipole model have been
developed over the years as well such as the point-dipole model for the anisotropic
sample [264] and the point-dipole model for the multilayer sample [161]. Retardation and
multiple scattering effects have also been considered [265]. Furthermore, beyond the
dipole approximation, the multipole moment of the probe has been taken into
consideration [265,266]. In 2011, a modified dipole model for THz s-SNOM analysis was
proposed by Moon et al [260]. All these modifications have made the point-dipole model
more generic and show improved consistency with experimental results.

In its simplest form the AFM tip is approximated as a polarized sphere with dielectric
constant & and radius a located at position (0,0, z + a). In most cases, &; is assumed to
be constant in the frequency of interest. The polarizability of the sphere is given by

a = 4mad 2L (4)
St+2$i

where ¢; is the dielectric constant of the surrounding medium. In our case, the tip is
typically in an ambient condition so we can take ¢; = 1 and

a=4nadZE.  (5)
£t+2.

To further simplify the mathematics, we can replace the sphere with a point dipole of
equal strength. Now we consider the sample: the infinite half space, z < 0. The classical
method of image can be applied here. Equivalently, consider an image dipole with

polarizability af located at (0,0,—(a + z)), where f = 570 s the dielectric surface

gst1
response function (same as the 1, model discussed in the previous sub-section) and & is
the sample’s dielectric constant.

28



Itis the interaction between the tip dipole and the sample dipole that catches the essence
of the near-field response that we observe in s-SNOM experiments. Using Maxwell’s
equations under the electrostatic limit, we conclude that the effective polarizability of the
tip-sample system is given by

_ a(1+p)
Aeff = 1-ap/(l6n(atz)®)’ (6)

The scattered field is known to be proportional to the polarizability. Finally, to compare

this result with the experimental data it is crucial to demodulate s at higher harmonics

of the probe oscillation frequency, i.e.

Sn~ fOT Aoss (z(1), w)e™dt, (7)

where S,, represents the n-th harmonics near-field signal, 1 is the tip oscillation

frequency and T = %ﬁ is the tip oscillation period.

C. Finite-dipole Model

Despite its simplicity, the point-dipole model shows relatively poor quantitative
predictability for slightly more complex systems such as a strongly resonant sample. This
is mostly due to its inaccurate approximation of the tip geometry. More specifically, the
elongated shape of the realistic tips is totally ignored which can underestimate the
antenna effect. To further advance the model, an elongated spheroid-shaped tip was
considered in the late 2000s [267]. Here we briefly discuss some important results of the
finite-dipole model. A more detailed derivation can be found in ref [267].

Based on a previous study of a conducting prolate spheroid under illumination [268], it is
known that to obtain a good approximation of the physical situation, we only need to
consider localized charges near the end of the spheroid. The fraction of localized charge
to induced total charge g, depends on the tip-sample distance but becomes relatively
constant close to 0.7. Again, using the image method we conclude that the effective
polarizability of the spheroid is given by

2L h R B(g_ﬂ) n—2L
_ p2 L H+3R
Qerr = R“L Rl 452L (2 +l 2L ( 3R+4Ilf1)1+3 ), (8)
nez np-Bl9-—41 2H+R

where R is the tip apex radius, L is the tip length, H is the tip-sample distance, g is

&1 asin the point dipole model.
&s+1

roughly 0.7 as mentioned above, and § =

Due to the spheroid’s elongated length, the tip’s role as a light-confining antenna is
reproduced very well and maintains better quantitative consistency with the
experimental data [269].

29



D. Models beyond a closed-form solution

In both the point-dipole and the finite-dipole models an analytical expression of @, can
be found which makes these models easy to implement. More mathematically rigorous
treatments of the tip with spheroid or hyperboloid related shapes have been further
considered to improve the accuracy of the predictions. Mathematical details are omitted
in this article due to their complexity but can be found in [249,270]. With those
treatments a superior predictability is achieved. It is instructive to note that as pointed
out by Yangetal.inref [270], the point-dipole model and the finite-dipole model attempt
to approximate a continuous charge distribution with a point source. As a consequence,
only the lowest order localized surface mode is preserved and higher order modes are
ignored. This can lead to quantitative inaccuracies especially when the sample material
has strong resonances.

A more intriguing and realistic tip geometry, namely a cone, has never been analytically
considered until recently because of the non-integrable singularity at the top of the tip.
This difficulty has been circumvented by the conformal mapping method. With conformal
mapping a cone-shaped tip geometry can finally be considered. This pioneering method
shows great quantitative agreement with experiments. Additionally, not only does this
method show quantitatively consistent predictions, it also yields high time-efficiency. The
calculation can be done in seconds which is superior even when compared to simpler
models. Mathematical details are omitted here but can be found in ref [271].

As a benchmark for the performance of the models introduced above, we carry out
calculations of the near-field spectra in 1000-1200 cm™ for the representative material
SiO,. SiO; is a great candidate because it is well known that SiO, exhibits a phonon-
polariton mode at ~1130 cm™? which shows a distinct response in the spectrum.
Calculations based on the point-dipole model (PD), finite-dipole model (FD), generalized
spectral method (GSM), and conformal mapping method (CMM), as well as an
experimental (EXP) measurement are shown in FIG. 16 (b) and (c). The progressing
predictability of these models, especially in the phase spectra, is evident.

E. Numerical Methods

Aside from analytical treatment, full wave simulations using various algorithms including
finite element method, finite-difference-time-domain method, and so on can also be
employed to model the scattered signal. Various commercially available solvers like CST
Microwave STUDIO, Lumerical FDTD, and CONSOL MULTIPHYSICS provide convenient
modeling platforms and effective calculation algorithms. The geometry of the tip and
sample can be represented with minimum approximation. Several studies have employed
the signal demodulation procedure in simulations and obtained quantitatively consistent
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results [272-274]. More straightforward methods without considering tip modulation
have also been implemented by simply regarding the electric field intensity between the
tip and the sample as proportional to the near-field signal. Due to its time-efficiency, using
the electric field intensity near sample surface to approximate the near-field signal is also
a common practice especially for studies of plasmonic nanostructures [129,131-
133,151,261,275-277].

F. Nonlocality in s-SNOM

In previous discussions, we only explicitly considered the frequency dependence of the
sample permittivity. It is important to note that in general there is a momentum
dependence as well (nonlocality). Here we only briefly touch the surface of this nonlocal
effect which deserves much more attention in the future.

There are three crucial relevant length scales in a s-SNOM measurement. These are the
free space wavelength 4, the tip apex radius a, and the particle or quasiparticle mean free
path of the sample material d. Correspondingly, there are three relevant momentum

. w 2 . .
scales: free space light momentum q; = S = confined (near-field) wave momentum

1 . . . w 2n . .
2~ and particle or quasiparticle momentum g3 = —~ where v is the Fermi
F

velocity of the material and d is the distance that a quasiparticle can travel within one
period of the electromagnetic oscillation. Typically, the condition q; K g, < g3 is met
because d < a < A. Under this condition, quasistatic treatment of the tip-sample
interaction (no retardation) and local approximation of the sample’s optical constant
(e(w,q) = €(w)) can be justified. However, in some cases where w is small, e.g. with THz
or microwave illuminations, g, can become comparable to or even larger than g5. Thus,
the local approximation breaks down. To account for the nonlocality, the momentum
dependence of the optical constant has to be carefully addressed. So far, this intrinsic
nonlocality has only been observed and theoretically understood within s-SNOM
experiments in low-dimensional materials like graphene [5,218] and plasmonic
nanostructures made of noble metals [130].

VI. others

Since s-SNOM is an ever-growing field, it’s impractical to cover all the aspects in this short
review. There are many near-field related measurements performed in a way that are
different from the main concepts introduced in this article. Here, we mention a few novel
ideas related to this research frontier.
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(1) By applying an intense pulsed laser source, AFM-IR does not detect the scattered
light. Instead, it directly probes the oscillation of the AFM tip in contact mode to
yield the IR absorption spectrum via nano-thermal expansion of the sample
surface [278—-291].

(2) Komiyama et al. recently proposed an interesting method to investigate sample’s
thermal radiation with s-SNOM [292]. In their work, they used a passive imaging
technique where the thermal evanescent waves from the sample surface directly
provided near-field interaction with the tip and eventually scattered into the far-
field.

(3) Operating s-SNOM in peak-force mode is another innovative technique [293—-295].
With this method, the mechanical properties of the sample can be simultaneously
accessed in parallel to the optical information.

(4) Furthermore, current resolution of s-SNOM is predominantly limited by the
curvature radius of the tip apex. Without making it sharper, a new method to
improve resolution has been proposed very recently. Greener et al. demonstrated
that by using two excitation sources with different frequencies instead of one,
they can greatly enhance the spatial resolution of imaging [296]. Future research
is still needed to advance this idea. In addition, a number of studies on how to
improve the probing tip have also been performed [297-302].

VIl. suMMARY AND OUTLOOK

The task of deterministic characterization of optical properties over a broad spectral
range down to nanometer resolution is a grand challenge. The fact that the tip is
inseparable from model analysis provides us with both obstacles and opportunities. This
review merely scratched the surface of this subject, by introducing the basics of detection
schemes and data interpretation. The continual desire for finer spatial resolution might
eventually force one to redefine the use of macroscopic optical parameters which are
based on the validity of the concept of quasiparticles, e.g. the semiclassical treatment of
dielectric constant. For instance, when both the tip and sample become quantum objects
where discrete optical states can exist, a true quantum entangled between the tip and
sample may be established. The quantum back action, information storage, and causality
can then become important subjects to study [303—305].

Of course, before the fruition of near-field quantum optics, many taunting tasks remains
to be accomplished. One of the most attainable goals in the near future is to measure the
momentum dependent nonlocality at cryogenic temperatures with low energy photo-
excitation. Investigations with a more surgical control of the tip modality, further
improvement of the theoretical modeling of sample inhomogeneity and anisotropy, and
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a full consideration of the local magnetic, thermal, and aerodynamics environment will all
be important future prospects to tackle.

By coupling s-SNOM to ultrafast optics, nano-XRD, Raman, and perhaps STM, the next
generation multimodal imaging tools for material characterization are quickly emerging.
This not only applicable to the field of condensed matter physics, but also to broader
communities including chemistry, biology, and various fields of engineering. With the
immense amount of growing experimental data, it will be beneficial to create efficient
ways for the community to organize, compare, and collaborate. Interactive database,
systematic imaging analysis, and “deep learning” procedure can greatly enhance the field
as whole. From Synge’s original proposal in 1928 to s-SNOM’s current experimental
success, much has been learned during the 90 years. A summary showcasing some iconic
phenomena and its characteristic frequency and time scale is listed in FIG. 17. As we can
see, a wide frequency range, from visible to THz, has been covered. Yet, s-SNOM is still in
its adolescence and its progression into becoming a mature field will surely make it an
indispensable tool to explore the nanoworld.

Energy
e Gold Nanoantenna Resonance []
Visible s-SNOM
(2ev) Application for
Polaritons,
. Nanoplasmonics
MoSe, Exciton Polariton [] SmS Phase Transition [] and Quantum

j o , Materials
; MoS, Waveguide
NIR ~ Mode []
(1 %3\;} Graphene Plasmon
Dispersion []
Pump Probe Dynamics of
hBN Phonon Polariton [] Exfoliated Graphene []
Graphene Plasmon [] 10
£
MIR E
(100 meV) L
Bt 018"
i 101 2 3 45
Cahier Donine InAs nanowire [] T oy (2
4Tarrn=trt OPME N near-perfect Near-field VOZISapp.h!re
minstars || Scattering In Graphene [] Phase Transition []
o . Doped Si
THz Devices []
(1 meV) Time

CW (HeNe, QCL, CO,, THz diodes) Ultrafast (Ti-sapphire, fiber, THz antenna)

FIG 17. Summary of the applications of s-SNOM, showing some iconic phenomena in
characteristic frequency and time scale. (reference number will be added later)
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