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ments whilst concurrently reducing power 
consumption. Electron tunneling devices 
represent one class of solution. They can 
simultaneously realize ultrafast response 
at attosecond (10–18 s) timescale, low power 
consumption, and miniaturization, which 
are likely to manifest through the fusion 
of conventional solid-state electronics and 
vacuum electronic devices.[2]

Due to the inherently limited switching 
speed of electronics driving systems, 
it remains challenging to achieve sub-
picosecond (10–12 s) response times with 
conventional electrically driven electron 
tunneling devices. The use of ultrafast 
lasers for optical-field-driven tunneling 
devices has established one important 
way to breakthrough this technologically 

time limit.[3–5] The quantum mechanical tunneling of elec-
trons through a potential barrier involves almost no scattering 
and negligible energy loss and occurs over sub-optical-cycle 
frame—attosecond time (10–18) timescale.[3,4,6,7] Nonlinearity in 
the ultrafast tunneling process can convert the sub-optical-cycle 
response into a technologically useful direct current. These 
optical-field-driven electron tunneling devices have the poten-
tial for much wider use in on-chip “lightwave electronics.”[8–16]

Recently, a variety of novel low-dimensional, commonly 
carbon-based, nanomaterials, have been used in electron tun-
neling devices and have been seen to provide a platform with 

The search for ever higher frequency information processing has become an 
area of intense research activity within the micro, nano, and optoelectronics 
communities. Compared to conventional semiconductor-based diffusive 
transport electron devices, electron tunneling devices provide significantly 
faster response times due to near-instantaneous tunneling that occurs at 
sub-femtosecond timescales. As a result, the enhanced performance of elec-
tron tunneling devices is demonstrated, time and again, to reimagine a wide 
variety of traditional electronic devices with a variety of new “lightwave elec-
tronics” emerging, each capable of reducing the electron transport channel 
transit time down to attosecond timescales. In response to unprecedented 
rapid progress within this field, here the current state-of-the-art in electron 
tunneling devices is reviewed, current challenges and opportunities are high-
lighted, and possible future research directions are identified.
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1. Introduction

Microelectronics remain the bedrock of our modern digital age. 
However, due to continued device miniaturization, modern 
electronics experience two technologically challenging and 
functionally significant bottlenecks: speed limitation and high 
power consumption.[1] Both challenges are principally linked to 
electron–phonon interactions during transport in conventional 
semiconductor channels. New approaches to device fabrication, 
capable of supporting alternative modes of electron transport, 
are urgently required to allow for continued speed improve-
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significant potential for high-speed devices. With rapid advance-
ments in the growth and integration of low-dimensional nano-
materials, many of which having tailor-designed band-struc-
tures,[17,18] a wide variety of emerging tunneling devices have 
come to the fore, each exhibiting superior performance in con-
trast to continuous band-structured traditional materials. It is 
widely believed that electron tunneling devices, when aligned 
with the provision of engineered low-dimensional nanomaterial 
systems, will drive a more-than-Moore future, allowing for the 
development of new and functionally novel nanoelectronic 
architectures capable of concurrent high-speed and low-power 
consumption.

Here, we summarize the present state-of-the-art in this 
emerging and rapidly evolving field. We first review the opera-
tion principles of electric-field-driven tunneling and optical-
field-driven tunneling based on different tunneling mecha-
nisms, including direct tunneling, resonant tunneling, and 
inelastic tunneling. Then, we discuss current developments 
of electric-field-driven electron tunneling devices, focusing on 
the materials and device architectures. Finally, we provide an 
outline of some of the most recent demonstrations of optical-
field-driven tunneling devices and some brief outlooks into the 
future directions of this field.

2. Principles of Electron Tunneling

In this section, the operation principles of electric-field-driven 
tunneling and optical-field-driven tunneling are summarized, 
including direct tunneling, resonant tunneling, and inelastic 
tunneling.

2.1. Electric-Field-Driven Tunneling

2.1.1. Direct Tunneling

Metal–insulator–metal (MIM) multilayer structures are one 
of the most structurally simple, and hence most widely inves-
tigated, types of tunneling devices. The band diagram of a 
typical direct tunneling MIM structure is shown in Figure 1a.  
Here, the electrons from the surface of the left metal can 
tunnel directly through the energy barrier formed by the dielec-
tric layer. For thick dielectrics, direct tunneling is little noticed 
in the transport profile, direct tunneling dominates electron 
transport as the dielectric layer gets increasingly thin, espe-
cially for sub-10 nm dielectrics. With research spanning more 
than four decades, MIM devices are comparatively mature 
technology. MIMs find use mainly in electronic components 
such as double-gate tunneling field-effect transistors (FETs) 
and high-k gate dielectric tunneling FETs.[19,20] Though capable 
of being modeled by a wide range of transport models, that 
depend critically on a variety of material and device structural 
properties, the Fowler-Nordheim (F-N) tunneling model is per-
haps the most commonly used, though not strictly correct or 
most appropriate model for direct tunneling. As depicted in 
Figure 1b, in the F-N model the electrons do not tunnel directly 
to the other side of the barrier. Rather, they tunnel from the 
surface of the left metal to the conduction band (CB) of the 
insulator. The F-N tunneling regime is significant for thicker 
dielectrics and sufficiently high electric fields. In the case when 
the dielectric is a vacuum, a metal–vacuum–metal (MVM) 
structure is formed. The exploration of these nanoscale vac-
uum-channel diodes (NVDs) is another recently hot research 

Figure 1.  The principles of electric-field-driven tunneling. a) Energy band diagram for direct tunneling. Ef, Fermi level; Φ, barrier height; VG, gate voltage. 
b) Energy band diagram for F-N tunneling. c) Energy band diagram for resonant tunneling. Ec, Fermi level of the electrode; E0, Fermi level of the potential 
well; Vb, applied bias. d) Energy band diagram of single-electron tunneling devices. The electron can only tunnel through the barrier one by one due to 
Coulomb blockade effects. e) Energy band diagram for inelastic tunneling during photon emission. ħω, photon energy.



2101449  (3 of 17)

topic.[21–26] NVDs inherit many of the functional advantages of 
traditional, often bulky vacuum electronic devices, such as high 
operation frequency and high output power, as well as many 
of the production benefits associated with conventional silicon 
integrated circuitry. NVDs are well positioned to capitalize on 
the merits of both established communities, particularly as 
the channel length becomes less than the electrons mean free 
path in air, the technologically demanding and bulky vacuum 
environments in traditional device becomes unnecessary sup-
porting the realization of air-operation devices.

2.1.2. Resonant Tunneling

Since the 1970s, resonant tunneling devices have attracted sig-
nificant attention for their use in radio frequency oscillators, 
multivalued logic, high-frequency radar, communication sys-
tems, and signal processing.[27–32] Figure  1c shows an energy 
band diagram of a typical resonant tunneling device. When a 
bias voltage Vb is applied, for which the Fermi level Ec of the 
top electrode matches the quantum well energy level E0, reso-
nant tunneling can be established and a local maximum in the 
conductance occurs, evidenced as a peak in the measured cur-
rent–voltage (I–V) profiles. Resonant tunneling of charge car-
riers between two spatially separated quantum states can lead 
to negative differential resistance (NDR),[33,34] which is a key 
feature in novel nanoelectronics circuits. High currents can be 
achieved at low voltages through band engineering in resonant 
tunneling devices due to the ability to engineer the quantum 
wells within the material.

Single-electron tunneling is a special case of resonant tun-
neling where the electrons are transported one by one through 
a quantum dot (QD). Single-electron tunneling devices operate 
via a capacitive charging energy (i.e., classical Coulomb 
blockade effect), which makes it possible to inject controllably, 
at well-defined energies, single carriers into quantum dots. 
Single-electron tunneling devices have garnered great attention 
because of their concurrent high-speed and low-power opera-
tion, and specifically for their potential deployment in emerging 
qubit applications.[35–38] Figure 1d shows a typical energy band 
diagram of a single-electron tunneling device. When the Fermi 
level of the top electrode matches the QD energy level, only 
one electron can tunnel into the unoccupied levels of the QD 
from the top electrode through the barrier. This electron then 
tunnels into the bottom electrode when the Fermi level of the 
bottom electrode is equal to the QD energy level. This electrical 
characteristic of the single-electron tunneling phenomenon has 
been extensively characterized and is well described based on 
double-barrier tunneling junction.[39,40]

2.1.3. Inelastic Tunneling

Electrons commonly interact with various quasi-particles, such 
as phonons, plasmons, and magnons, particularly in solid-
channel devices, such as MIMs. In these processes, inelastic 
tunneling channels may open, usually accompanied by energy 
loss, and photons may be generated. Inelastic tunneling has 
been used widely in materials characterization as well as, more 

recently, in signal generation, transmission, modulation, and 
detection in photonic integrated devices.[41–50] Figure  1e shows 
an energy band diagram of an electric-field-driven inelastic 
tunneling device during photon emission. When biased, the 
electrons tunnel through the barrier layer to another metal 
electrode. This process results in stimulated photon emission. 
The tunneling current includes contributions from both elastic 
and inelastic electrons. The majority of the electrons tunnel 
elastically without energy loss. Of the remaining electrons, a 
significantly smaller proportion inelastically tunnel through 
the barrier and lose energy such that ħω  ≤ eVb, where ħ is 
the reduced Plank constant, ω is the angular frequency of the 
optical mode, and Vb is a bias voltage.[51] This energy loss excites 
localized plasmon modes, often termed “gap plasmons.”[52,53] 
These plasmons decay through various relaxation pathways, 
including radiative or nonradiative mechanisms which allow 
device engineers to create novel device architectures that draw 
function from these nonideal transport modes.

2.2. Optical-Field-Driven Tunneling

The underlying mechanism of optical-induced tunneling 
includes thermal-induced tunneling[54,55] and photoinduced 
tunneling.[56] Under these regimes, electrons are first excited 
from their original energy level to a higher energy-level state by 
absorbing thermal (thermally induced tunneling) or one photon 
energy (single-photon tunneling). They then face a much nar-
rower tunneling barrier, which results in an enhanced emission 
current. However, all such excitation methodologies do not sup-
port femtosecond response times. Ultrafast femtosecond laser-
assisted electron tunneling is considered the primary candidate 
for reaching femtosecond and even attosecond response times. 
As shown in Figure 2, upon illumination with an intense ultra-
fast laser pulse an electron may emit through the barrier in two 
ways. First, as shown in Figure 2a, electrons in the Fermi level 
may absorb more than one photon and gain sufficient energy 
to overcome the barrier height. This is commonly referred to 
as multiphoton tunneling.[57] Here, the electron yield follows an 
Nth power of the laser intensity, where N is the nonlinear order 
in the absorption processes. The timescale for the multiphoton 
photoemission follows the width of the laser pulse divided 
by N1/2. Under the influence of a stronger laser field, moving 
beyond the multiphoton regime, the barrier allows penetra-
tion, and subsequent tunneling emission, only in a short period 
of each cycle of the laser pulse.[58] In this strong optical-field 
regime, the time duration of generated electron wavepackets 
consists of a series of bunches, separated by the cycle period 
and each shorter than half-cycle of the incident field, as shown 
in Figure  2b. In particular, the use of an ultrafast few-cycled 
laser can generate tunneling electron wavepackets of sub-femto-
second time duration,[3–5,7] which is the basis for achieving atto-
second electron transport in nanoscale channels. Photoemission 
may transition into optical-field emission (OFE) from the mul-
tiphoton emission regime with increasing optical field strength. 
This transition can be described by the Keldysh framework.[59] 
The Keldysh framework introduces a characteristic parameter 
γ that separates the two photoemission regimes, a multi
photon emission regime[60] (γ  ≥ 1) and a strong optical-field  
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tunneling emission regime[61] (γ  ≤ 1). The Keldysh parameter 
2 /m e Fγ ω ϕ β= , where ω is the optical-frequency; ϕ is the bar-

rier height; m and e are the mass and charge of the electron, 
respectively; F is the incident light-field strength; β is the field-
enhancement factor of the emitter.

According to established strong-field physics,[3,4] following the 
optical-field-driven tunneling process, the electrons are acceler-
ated by the strong optical-field in the near-field of the emitting  
surface. Hommelhoff et al.[3] demonstrated carrier-envelope 
phase (CEP) sensitive high-order photoelectron emission from 
a W nanotip, with a current modulation of up to 100%. The 
highly nonlinear phenomenon is attributed to the interference 
of electron wavepackets that are coherently emitted during two 
adjacent optical-cycles. Ropers et al.[4] observed sub-optical-cycle 
acceleration in an Au nanotip; a novel form of quiver-quenched 
electron motion in the strong optical-field regime. Lienau 
et al.[5] clarified, for the first time, the effect of the optical-fields 
CEP on the generation and motion of strong-field-emitted elec-
trons from sharp Au tips. Such field-driven control of electron 
motion in solid-state nanostructures will pave the way toward 
new approaches for the generation, measurement, and appli-
cation of attosecond electron pulses. For a recent overview, we 
refer the reader to refs. [61, 62]. However, optical-field-driven 
electron dynamics in nanoscale transport volumes remain 
unclear with much research required, to lay much needed foun-
dations for a new generation of lightwave electronic devices.

3. Recent Developments of Electric-Field-Driven 
Tunneling Devices
3.1. Direct Tunneling Devices

In this section, we summarize recent developments in MIM 
and MVM devices in the direct tunneling regime.

3.1.1. Direct Tunneling Devices Based on Traditional Materials

Direct tunneling devices can be divided into bipolar (diodes, 
formed from two sharp tips),[25] or tertiary (triodes) structures 

that include additional side[26] or bottom-gates.[24,63] The primary 
advantage of triodes is their ability to finely control the emis-
sion by adjustment of the gate voltage. When the gate voltage 
is less than the turn-on voltage, a small proportion of the elec-
tron population is emitted over the barrier due to thermal exci-
tation linked to the energy spread of the electron populations; 
the emitted current, however, remains low. As the gate voltage 
increases beyond the turn-on voltage, the vacuum energy level 
bends downward, thus enabling an increasing number of elec-
trons to tunnel through the narrowed potential barrier leading 
to a dramatic increase in current as soon as the device enters its 
high-current, low-resistance on-state. In 2012, Meyyappan et al.[24] 
demonstrated a planar back-gate FET whose cutoff frequency 
was 0.46 THz, ten times greater than comparable semiconductor 
devices. They predicted that this tunneling structure can poten-
tially improve the cutoff frequency well into the THz regime by 
process and layout refinements, which, in part, continue to drive 
the rapid expansion of research on tunneling electronic devices. 
Nevertheless, non-negligible current leakage to triode gates 
has proven a long-standing issue.[24,26] Recently, to reduce gate 
leakage current and improve device performance, the same team 
demonstrated a tunneling transistor consisting of an atomically 
sharp source and drain electrode embedded in a nanoscale sur-
rounding gate.[16,22,23] Figure 3a shows the structure of a typical 
surround-gate electron tunneling device. The gate leakage cur-
rent was 106 times smaller than the drain current, confirming 
that the surround-gate dielectric effectively inhibits leakage.

Recently, Sriram et  al.[21] demonstrated a new metal-based 
nanoscale air-channel tunneling device. They systematically 
studied the electron emission mechanisms and characteristics 
of three different tunneling electrodes, namely, tungsten (W), 
gold (Au), and Platinum (Pt). An optical image and schematic 
illustration of this air-channel tunneling device are shown in 
Figure 3b,c, respectively. Due to different work functions and 
device geometry, the emission in W and Au is fitted with F-N 
tunneling, whereas the emission is more Schottky-like in the 
Pt case. Such metal-based tunneling electronic devices provide 
a platform for future nano vacuum electronics and have the 
potential to provide a technology basis for low-power, high-
performance applications. Nevertheless, it remains difficult for 
metal-based nanoscale air-channels to be fabricated through  

Figure 2.  Mechanisms of optical-field-driven tunneling. a) Multiphoton emission. An electron absorbs the energy of a number of photons to overcome 
the barrier for photoemission. Ef, Fermi level; Φ, barrier height. b) Optical-field tunneling emission. A strong optical field induces a periodically oscil-
lating barrier at an optical-frequency of ω. When the optical field is strong enough to create a penetrable tunneling barrier, electrons tunnel from the 
Fermi level in a fraction of a negative half optical-cycle.
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conventional silicon-foundry-based parallel processes that  
ultimately support high areal device densities that are manu-
factured with high production yields. Achieving atomically flat 
metallic interfaces that retain lattice stability has proven par-
ticularly challenging to date.[64–66] Without such ultraprecise 
surface control, it is believed that further increases in cutoff 
frequency and power consumption remain limited. This has, 
in part, driven the search for new materials.

3.1.2. Direct Tunneling Devices Based on Low-Dimensional 
Nanomaterials

Low-dimensional nanomaterials, and in particular nano-
carbon-based materials (such as carbon nanotubes (CNTs) 
and graphene), have experienced significant interest for their 
application in electron tunneling applications.[67–71] Their 
atomic-scale thickness, ability to self-assemble, and unique topol-
ogies provide extremely high aspect ratios and thus very high  
field-enhancement factors that are not attainable by conven-
tional materials and traditional processing either through 
direct growth or etching. Of the wide range of nanowires dis-
covered and synthesized to date, CNTs have perhaps attracted 

by far the most attention for use in electron emission sys-
tems.[72–74] The electron emission characteristics of a wide 
variety of CNT types have been studied, including investiga-
tions into electric-field driven,[75,76] thermally driven,[54,55] and 
more recently by strong optical-driven.[72,73] CNTs have been 
identified as near-ideal field electron emitters. They have, as 
a result, been widely used in the fabrication of electron tun-
neling devices over the past two decades. Maruyama and 
co-workers[77] developed a single CNT tunneling device that 
demonstrated F-N-like tunneling features.[78,79] This work was 
successful in demonstrating the potential of such nanomate-
rials in simplifying nanoscale tunneling channel fabrication, 
whilst also highlighting the opportunity to capitalize on the 
self-assembly of nanomaterials to grow nanochannels, en 
masse in highly parallelized processes that are necessary to 
realize new device architectures.

As a planar 2D material with single-atom thickness, graphene 
supports high aspect ratio edge emission. Moreover, it can be 
structured using more conventional thin film processing tech-
niques, whilst retaining the benefits of its atomic thickness. 
Extensive theoretical and experimental efforts have demonstrated 
that graphene can be used effectively in tunneling devices, for 
both planar[80–84] and vertical structures.[85–91] Mishchenko et al.[90] 

Figure 3.  Representative direct tunneling devices. a) Schematic illustrations of a surround-gate electron tunneling device. Reproduced with permis-
sion.[16] Copyright 2017, American Chemical Society. b,c) Metal–air–metal tunneling device consist of two in-plan symmetric metal electrodes. b) Top 
view optical image of fabricated device. c) Schematic illustration of the device structure with a biasing scheme. The metal–air–metal structure depicts 
drain and source configuration. A dielectric thin film offers separation from conductive back-gate. b,c) Reproduced with permission.[21] Copyright 2018, 
American Chemical Society. d) Optical image and e) vertical architecture of graphene–WS2 tunneling transistor. d,e) Reproduced with permission.[90] 
Copyright 2013, Springer Nature. f) Schematic structure of the graphene-based hot electron tunneling transistor. During device operation, hot carriers 
are injected from the emitter across the emitter-base insulator and the graphene base into the collector, as indicated by the red arrow. Reproduced 
with permission.[88] Copyright 2013, American Chemical Society. g) Schematic diagram of the graphene-based hot electron tunneling transistor and 
the common-base configuration used to measure the I−V characteristics. Graphene is used as the base region for a hot electron transistor structure. 
The purple arrows indicate the transport direction of the hot electrons. Reproduced with permission.[87] Copyright 2013, American Chemical Society. 
h) The schematic diagram of the graphene/h-BN hot carrier tunneling device. An anode probe with a voltage of Va is placed at a distance d above the 
device. The gate is in a bias of Vg and the cathode is grounded. The anode current Ia and gate current Ig are recorded simultaneously. Reproduced with 
permission.[91] Copyright 2020, American Chemical Society. i) Simplified side-view illustration of the monolayer h-BN radio-frequency switch based on 
metal–insulator–metal (MIM) tunneling device. Reproduced with permission.[15] Copyright 2020, Springer Nature.
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reported on a new vertical tunneling FET based on graphene–
WS2  heterostructures, where WS2 served as an atomically thin 
barrier between two layers of graphene (Figure  3e). Figure  3d 
shows an optical image of this device. Capable of achieving an 
on/off ratio >106, these devices were shown, for the first time, to 
operate effectively on optically transparent and mechanically flex-
ible substrates. In addition, vertical graphene-based hot electron 
tunneling transistors from Lemme et  al.[88] have also attracted 
interest (Figure  3f). When a positive voltage is applied to the 
graphene base electrode, hot electrons tunnel across the lowered 
barrier of the emitter-base insulator from the conduction band 
of the n-doped silicon to the base and adopt F-N-like transport. 
Similarly, Wang et al.[87] demonstrated a vertical graphene-based 
hot electron tunneling transistor (Figure 3g) where n-doped sil-
icon, graphene, and aluminum were used as the emitter, base, 
and collector, respectively. A SiO2 layer served as the tunneling 
barrier and an Al2O3 layer as the filtering barrier. This graphene-
based transistor had high effective gain (4.8%), short transit time 
(picoseconds), and high current on/off ratio (>105), suggesting 
potential applications in future high-speed electronics. Most 
recently, Chen et al.[91] demonstrated vacuum electron emission 
under both directions of bias from a vertical Gr/hexagonal boron 
nitride (h-BN) based heterostructure (Figure 3h), which not only 
expanded the understanding of hot carrier scattering processes 
in graphene but also provided important insight into the applica-
tions of hot carrier devices.

In addition to graphene, some other 2D materials have also 
been used in electron tunneling devices to improve their cutoff 
frequency. Most recently, Akinwande et  al.[15] demonstrated 
that h-BN configured in an MIM on a diamond substrate can 
be used as an analogue switch for applications in communica-
tion systems across radio, 5G and THz frequencies. Figure 3i 
shows the MIM tunneling structure of a monolayer h-BN 
radio-frequency switch fabricated on a polycrystalline diamond 
substrate. These devices showed a low insertion loss (≤0.5 dB), 
high isolation (up to 200  GHz), and a calculated cutoff fre-
quency of 129 THz due to their nanoscale vertical and lateral 
dimensions. They offer a low resistance in the on-state and low 
capacitance in the off-state, metrics that are superior to those 
of existing solid-state switches. Such MIM-based tunneling 
devices could lead to the development of nanoscale energy-effi-
cient high-frequency solid-state switch technology for rapidly 
growing communication systems in the 5G band and beyond.

3.2. Resonant Tunneling Devices

3.2.1. Resonant Devices Based on Traditional Materials

Conventional resonant tunneling devices comprising a quantum 
well sandwiched between two tunnel barriers that are typically tens 
of nanometers thick and commonly fabricated from Si/SiGe,[92–94] 
or III–V quantum well systems.[95–97] Other conventional material 
systems have also been used.[98,99] Similarly, single-electron tun-
neling devices have also been realized with various traditional 
materials, including Si QDs,[100,101] metal nanoparticles,[102,103] 
single molecules,[104,105] topological insulators,[106] and other more 
exotic QDs.[107,108] Hiramoto et al.[101] reported on the observation 
of multiple large quantum-level splitting with extreme charge  

stability in a Si single-electron transistor (SET) at room tempera-
ture. The structure of this device is shown in Figure 4a. The device 
is fabricated from a Si nanowire-channel metal−oxide−semicon-
ductor field-effect transistor, where the Si QD and the tunnel 
barriers are self-formed by a volumetric undulation process. 
Recently, Pistolesi et al.[105] theoretically investigated single-photon 
emission mediated by molecule-based single-electron tunneling 
devices. Figure 4b shows the schematic of two metallic electrodes 
forming a plasmonic nanocavity, characterized by a resonance 
frequency ωc/2π and a damping rate κ. A single electronic level 
ε0 of the molecule in the nanogap couples to the electromagnetic  
radiation with coupling constant Λm. Electrons can tunnel to and 
from the dot with tunneling rates Γα. Nonetheless, so far, despite 
intensive research efforts exploring a range of different material 
systems, the obtained performance of the integrated resonant tun-
neling devices (such as peak-to-valley ratio, response frequency) 
has been limited.

3.2.2. Resonant Tunneling Devices Based on Low-Dimensional 
Nanomaterials

Atomically flat interfaces and sharp energy band edges are 
desirable for the development of tunneling devices.[109,110] 2D 
van der Waals (vdWs) heterostructures can thus provide unique 
opportunities for future device design.[111–115] Multilayer stacks 
of graphene and other atmospherically stable, atomically thin, 
2D materials such as boron nitride, the metallic dichalcoge-
nides, MXenes, and layered oxides[116] offer the prospect of the 
potential creation of a new class of engineered tunneling het-
erostructure materials. In these structures, different 2D mate-
rials and thin insulators can be stacked, often without lattice 
mismatch and associated band bending constraints, due to the 
weak vdWs interaction between layers. The increasing availa-
bility of numerous different 2D materials—with a variety of dif-
ferent band structures, from semimetals to semiconductors to 
insulators—makes it possible to assemble entirely unique syn-
thetic materials with engineered band alignments.[109,110,117,118]

The combination of an h-BN barrier layer sandwiched between 
two graphene electrodes is particularly attractive and has been 
widely studied during the last decade.[119–122] This has been driven 
by increasingly improved crystalline quality, excellent transport 
properties, and the small lattice mismatch, reducing band bending 
caused by lattice strain, of these two materials. As shown in 
Figure 4c, Novoselov et al.[121] demonstrated a resonant tunneling 
graphene-hBN transistor, which employed h-BN as the barrier 
layer[123] between two graphene electrodes. A tunneling current 
was generated by the application of a bias voltage, Vb, between 
the bottom and top graphene electrodes. The gate voltage, Vg, 
was applied between the doped silicon substrate and the bottom 
electrode. Resonance occurs when the energy band of the two 
electrodes are aligned. The tunneling current is exponentially 
dependent on the h-BN barrier thickness, supporting the specu-
lated quantum transport model. An unprecedented degree of con-
trol over the electronic properties is available not only by means 
of the selection of materials in the stack,[124] but also through the 
additional fine-tuning achievable by adjusting the built-in strain 
and relative orientation/rotation of the component layers.[125–129] 
By aligning the crystallographic orientation of the two graphene 
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layers in the graphene/h-BN/graphene heterostructure, the same 
team demonstrated that this device can achieve resonant tun-
neling with conservation of electron energy, momentum, and, 
potentially, chirality.[122] Figure 4d depicts the schematic of this res-
onant tunneling transistor with an exaggerated angle θ between 
two graphene layers (separated by an h-BN tunnel barrier shown 
in light blue). The heterostructure is placed on a SiOx/Si sub-
strate (magenta/light gray), which serves as an electrostatic gate. 
These resonant tunneling devices are free of the fundamental 
limitation intrinsic to conventional double-barrier resonant  
tunneling devices, namely the relatively long carrier dwell time 
(picoseconds) in the quantum well as compared with the time to 
transit the barrier (femtoseconds). Therefore, such tunnel circuits 
have extraordinary potential in shaping future high-speed elec-
tronic devices.

Most recently, Kim et al.[130] demonstrated the simultaneous 
use of planar graphene-based vdWs heterostructures to build 
vertical SETs. As shown in Figure 4e, graphene QDs are grown 
inside a matrix of h-BN, which dramatically reduces the number 
of localized states along the perimeter of the QDs. The use of 
h-BN tunnel barriers as contacts to the graphene QDs make 
SETs reproducible and independent of localized states, which 
open up many opportunities in the design of future devices.

Other layered nanomaterials are also used in resonant tun-
neling devices. Most recently, Wu et al.[131] reported a tunneling 
field-effect transistor made from a black phosphorus (BP)/

Al2O3/BP vdWs heterostructure in which the tunneling current 
was in the transverse direction with respect to the drive cur-
rent. A schematic of the device is shown in Figure 4f. The top 
BP layer is p-doped while the bottom BP layer is n-doped. There 
is a remarkable NDR behavior, showing an abrupt decrease in 
drain current for a small change in drain voltage. In this NDR 
region, the drain current is more than 103 times larger than the 
gate leakage current Ig or collector current Ic. This is funda-
mentally different from conventional tunneling devices where 
the tunneling current typically equals the change in drain cur-
rent. Through an electrostatic effect, this tunneling current can 
induce a dramatic change in the output current, leading to a tun-
able NDR with a peak-to-valley ratio > 100 at room temperature.

With continued research into new 2D materials and new vdWs 
heterostructures, it is becoming more widely accepted that a 
variety of new and important tunneling applications have and will 
continue to emerge, including novel photodetectors,[97] evapora-
tive electron cooling,[132] and resonant tunneling spectroscopy,[133] 
all of which serve to further highlight the continuing technolog-
ical value and importance of new resonant tunneling devices.

3.3. Inelastic Tunneling Devices

In this section, we focus on photon and gap plasmon emission; 
a specific case of inelastic tunneling. One of the most attractive  

Figure 4.  Representative resonant tunneling devices. a) Schematic configuration of the Si-quantum-dot-based single-electron transistor (SET). Repro-
duced with permission.[101] Copyright 2014, American Chemical Society. b) Schematic of a typical molecule-based SET. Two metallic electrodes forming 
a plasmonic nanocavity characterized by a resonance frequency ωc/2π and damping rate κ. Electrons can tunnel to and from the dot at tunneling 
rates Γα. Voltage drops, Vα, with respect to ε0 are indicated. Reproduced with permission.[105] Copyright 2019, American Physical Society. c) Schematic 
diagram of the graphene-BN resonant tunneling transistor. Reproduced with permission.[121] Copyright 2013, Springer Nature. d) Device schematics 
of the resonant tunneling transistor with an exaggerated angle θ between two graphene layers (separated by an h-BN tunnel barrier shown in light 
blue). Both graphene layers are independently contacted by Cr/Au metallization (yellow). Reproduced with permission.[122] Copyright 2014, Springer 
Nature. e) Schematic of the in-plane SET based on graphene-quantum-dots (GQDs). Reproduced with permission.[130] Copyright 2019, Springer Nature.  
f) Schematic view of the vertical van der Waals structure based on BP/alumina/BP. Reproduced with permission.[131] Copyright 2020, Springer Nature.
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applications of inelastic tunneling devices perhaps lies in 
the realization of nanoscale light sources. Inelastic electri-
cally excited spontaneous radiation through a tunnel junction 
was first observed in an MIM structure in 1976 by Lambe 
and McCarthy.[134] This emission is a two-step process. A  gap 
plasmon is first excited in the MIM junction. This gap plasmon 
leads to light emission by either decaying directly into a photon 
or by coupling to a surface plasmon.[51,135,136] Such optical 
sources can confine light to the nanoscale through interface res-
onance effects.[137] Generally, the low generation ratio of inelastic 
electrons restricts the electron-to-plasmon conversion efficiency 
(<10%). The plasmon-to-photon conversion efficiency is also 
similarly extremely low (<0.1%) due to wave-vector mismatch.[41] 
These adverse factors lead to comparatively low light emission 
efficiency (10–3–10−2%) that make practical applications of such 
nanoscale light sources difficult.[42] Nevertheless, local optical 
hot spots introduced by surface plasmon resonances have been 
shown to enhance the electron-to-photon conversion efficiency 
by a factor of 102, resulting in potentially functionally viable 

light emission efficiencies of around 2%.[42,138,139] Tunneling 
junctions with integrated optical antennas efficiently bridge 
the size mismatch between nanoscale volumes and far-field 
radiation and in doing so are one approach toward dramatically 
enhancing the electron–photon conversion efficiency. Electron 
tunneling structures have been shown to support electric-field-
driven light generation via inelastic tunneling in metal–insu-
lator–semiconductor[140,141] and MIM[41–43] tunneling junctions, 
with much on-going research exploring the use of these struc-
tures in more advanced architectures.

3.3.1. Inelastic Tunneling Devices Based on Traditional Materials

An electric-field-driven optical antenna was first demonstrated 
by Hecht et  al.[43] in 2015. An electron micrograph of this lat-
eral tunneling structure is shown in Figure 5a. Subsequent to 
this, Novotny et  al.[41] demonstrated an antenna-coupled MIM 
tunneling junction, as shown in Figure  5b. These tunneling  

Figure 5.  Representative inelastic tunneling devices. a) Electron micrograph of a lateral tunneling device: an electrically connected single-crystalline 
gold nanoantenna loaded with a coated gold nanoparticle on a glass substrate. V+, applied voltage; e−, electron flow; hν, light emission. Reproduced 
with permission.[43] Copyright 2015, Springer Nature. b) Schematic illustration of metal–insulator–metal (MIM) tunneling devices. The devices consist 
of a vertical stack of segmented, nanostructured Au bottom electrodes, few-layer h-BN, and a common Au top electrode. Inset: Generation of a photon 
with energy ħω by inelastic electron tunneling. Reproduced with permission.[41] Copyright 2015, Springer Nature. c) Schematic illustration of a device 
consisting of two MIM tunneling junctions connected to a plasmonic waveguide. The left junction is the plasmon source and the right junction is the 
plasmon detector. Reproduced with permission.[44] Copyright 2017, Springer Nature. d) Schematic diagram of a tunnel junction formed by two edge-
to-edge Ag single-crystal cuboids encapsulated by a layer of polymer. The top inset shows that the photons are generated through inelastic electron 
tunneling. Here, EF1 and EF2 are the Fermi energies of the left and right Ag cubes, respectively. The device performance can be engineered by tuning 
the geometrical parameters of the tunnel junction including the gap size d, the size of the cuboids (a, b, c), and the curvature of the Ag cuboid edges. 
Reproduced with permission.[42] Copyright 2018, Springer Nature. e) Schematic of the configuration of an electrically driven nanorod metamaterial 
based on metal–air–metal tunnel junctions. When a bias is applied between the EGaIn layer and Au nanorods, electrons tunnel across the junctions 
from occupied states in EGaIn to unoccupied states in Au. Reproduced with permission.[45] Copyright 2018, Springer Nature. f) Schematic image of light 
emission from a nanoparticle array using a graphene tunnel junction (left) and underlying emission mechanism (right). A single plasmonic nanoparticle 
generates light when a voltage is applied across the tunnel barrier. The tunneling electrons lose their energy by exciting gap plasmons of the single 
nanoparticle and the exciting gap plasmons decay into far-field radiation. Reproduced with permission.[49] Copyright 2018, American Chemical Society. 
g) Illustration of a gold-few-layer h-BN-graphene van der Waals quantum tunneling (vdWQT) device, integrated with a (silver, PVP-coated) nanocube 
antenna. In this device configuration, the electronic LDOS is controlled by the hybrid vdWs heterostructure whereas the optical LDOS is governed by 
the nanocube antenna. Applying a voltage Vb across the insulating few-layer h-BN crystal results in antenna-mediated photon emission (wavy arrows) 
due to quantum tunneling. Reproduced with permission.[50] Copyright 2019, Springer Nature.
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junctions consisted of a vertical stack of segmented, nanostruc-
tured Au bottom electrodes, few-layer h-BN and a common Au 
top electrode. The emission originates from inelastic electron 
tunneling in which the energy is transferred to surface plasmon 
polaritons (SPPs) and subsequently converted to far-field radia-
tion by an optical antenna (inset of Figure 5b). It was found that 
the spectrum of the emitted photons was determined by the 
antenna geometry and can be readily tuned via the application 
of a voltage to the antenna. It was observed that the direction 
and polarization of the light emission can be controlled by engi-
neering the antenna resonance, which has the added benefit of 
improving the external quantum efficiency by approximately 
two orders of magnitude.[43] Nijhuis et  al.[44] demonstrated an 
MIM tunneling junction in an on-chip electronic-plasmonic 
transducer with an effective efficiency of ≈14%. This ultracom-
pact device integrated light emission and detection on a single 
chip. Figure  5c shows how the two MIM tunneling junctions 
are plasmonically coupled via their Au leads, which serve as the 
plasmonic waveguide. Later, Liu et al.[42] reported on a Ag nano-
antenna tunnel junction with a large local density of optical 
states (LDOS) in the tunneling nanogap. This structure was 
shown to increase the far-field light emission efficiency from 
≈0.01% to ≈2%. This inelastic tunneling device is schematically 
illustrated in Figure 5d. Here, photons are emitted from an elec-
tronically biased junction formed by two Ag nanocrystals. Such 
inelastic electron tunneling devices have significant potential in 
the ultrafast conversion of electrical signals to optical signals 
at the nanoscale, which can be used in integrated electric-field-
driven light sources with controlled emission frequencies for 
potentially technologically disruptive high-speed on-chip inter-
connection applications.

Recently, inelastic electron tunneling devices were 
explored for new applications in chemical catalysis.[45] 
Figure 5e shows the device configuration of electrically driven 
plasmonic nanorod metamaterials based on metal–air–metal 
tunneling junctions using liquid eutectic gallium indium 
(EGaIn) as a top contact. The majority of the electrons tunnel 
elastically to form hot electrons in the Au nanorod tips; the 
inelastically tunneling electrons excite surface plasmons in 
the metamaterial, which then decay nonradiatively via the 
excitation of hot carriers or radiatively into photons from the 
substrate side of the metamaterial. By monitoring either the 
changes in the tunneling current or the light intensity due to 
radiation of the excited plasmonic modes, the reactive tunnel 
junctions have the potential to control chemical reactions at 
the nanoscale.

3.3.2. Inelastic Tunneling Devices Based on Low-Dimensional 
Nanomaterials

Besides metal-based tunneling structures, a variety of novel 
nanocarbon materials have been used in a range of inelastic 
tunneling devices. Graphene-based inelastic tunneling devices 
have shown considerable promise due to the linear disper-
sion of their Dirac cone, a tunable Fermi level, and nearly flat 
absorption profile.[142–144] Koester et  al.[49] reported on an ultr-
asmall (<100  nm) plasmonic single nanoparticle light source 
driven by a graphene tunneling junction. A schematic of the 

device structure and the light emission mechanism is shown 
in Figure 5f. A gap plasmon is formed between a base Au elec-
trode and a single Au nanoparticle separated by a thin (<10 nm) 
dielectric gap. This gap mode is electrically excited by electrons 
inelastically tunneling from the base electrode, through a thin 
Al2O3 dielectric, and into a graphene layer located underneath 
the nanoparticle. Graphene acts as an ultrathin transparent 
counter electrode for tunneling while minimizing disruption 
of the plasmon mode. Novotny et  al.[50] demonstrated light 
emission from van der Waals quantum tunneling (vdWQT) 
devices. These devices comprise a vertical stack of Ag, h-BN, 
and graphene, as illustrated in Figure 5g. Applying a voltage Vb 
across the insulating few-layer h-BN crystal results in antenna-
mediated photon emission. Photon emission from inelastic 
electron tunneling can be locally enhanced by coupling to an 
optical antenna. This can achieve resonant enhancement of the 
photon emission rate in narrow frequency bands (full width at 
half maximum of ≈57 meV) by four orders of magnitude. Nano-
cube antennas provide a high local density of states (LDOS) 
and give rise to a narrow emission spectrum. In this device 
configuration, the electronic LDOS is controlled by the hybrid 
vdWs heterostructure whereas the optical LDOS is governed by 
the nanocube antenna. The optical mode confinement in these 
vdWQT devices can be defined independently of the electrical 
tunnel junction—establishing a new paradigm in nanoscale 
optoelectronic interfacing.

Advances in nanocarbon-based science during the last 
decade have driven a recent explosion of new materials that 
provide an unprecedented variety of novel transport mecha-
nisms which has served to accelerate research in the tun-
neling devices community. Clearly, direct tunneling devices 
have demonstrated far-reaching potential as the physical basis 
for achieving high-speed electronic devices in a variety of tech-
nologies. Much work, however, remains to be undertaken to 
improve the existing devices and to develop new concepts for 
devices with radically enhanced efficiency and speed.

4. Optical-Field-Driven Electron Tunneling Devices

The time that it takes for electrons to directly tunnel through a 
barrier with nanoscale thickness has been intensely discussed 
in the literature.[145–148] In 2018, Gabelli et  al.[149] demonstrated 
that the tunneling time in electrically driven metallic tunneling 
junction by quantum shot noise is as fast as 1 fs. The devel-
opment and use of ultrashort pulsed lasers to excite electron 
tunneling across nanogaps has, since then, been shown to 
further set upper limits for the tunneling time of the order of 
attoseconds.[3,4,6,7] This, in principle, will enable optical-field-
driven electron tunneling devices to operate at sub-optical-cycle 
timescale.[150] The following section presents recent advances 
in optical-field-driven tunneling devices, focusing on the novel 
tunneling phenomenon based on different mechanisms.

4.1. Optical-Field-Driven Direct Tunneling Devices

At present, the development of ultrafast optical-field-driven 
electron tunneling devices is still at the proof of principle stage. 
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Though at a low technology readiness level, advances in mate-
rials science, coupled with access to novel fabrication processes 
and new excitation methodologies are helping to accelerate the 
technology development in this area toward an exciting optoe-
lectronic integrated future. The present state-of-the-art is seeing 
researchers use ultrafast lasers to excite different asymmetric 
structures, allowing for the exploration of a range of exotic 
ultrafast electron emission processes in tunneling structures, 
some of which are explored here.

4.1.1. Devices Based on Traditional Materials

Antenna coupled nanojunctions have attracted much atten-
tion due to their extremely high field-enhancement. Amongst 
the metallic nanoantenna structures, bow-ties have been widely 
used in high-harmonic generation,[151,152] optical rectification,[150] 
attosecond electronics,[153,154] and terahertz switching.[155,156] 
Similarly, bow-tie-related structures have been used in optical-
field-driven electron tunneling devices to achieve high field-
enhancement, briefly described in the following.

To combine the advantages of ultrafast femtosecond nano-
optics with an on-chip communication scheme, optical sig-
nals with a frequency of several hundreds of THz need to be 
downconverted to coherent electronic signals capable of propa-
gating on-chip. For this purpose, Holleitner et  al.[157] exploited 

femtosecond photoswitches based on asymmetric metallic 
nanogap junctions. They demonstrated that 14 fs optical pulses 
in the near-infrared can drive electronic circuits with a pro-
spective bandwidth of up to 10 THz. More recently, the same 
team demonstrated a unipolar ballistic electron current with 
an asymmetric metallic nanogap junction, which might be 
used for molecular electronics or as ultrafast photoswitches for 
THz electronics.[158] Figure 6a shows the photoemission pro-
cess of an asymmetric metal nanogap excited by an ultrafast 
laser pulse. As the laser field is plasmonically enhanced by the 
geometry’s asymmetry, electrons are emitted from the emitter 
electrode into the gap and then to the collector electrode. The 
nonlinear photoemission processes associated with this trans-
port are shown in Figure  6b. When the peak electric field 
amplitude of the laser, Flaser, is low (γ  ≥ 1), the emission cur-
rent is dominated by multiphoton absorption (dashed red line 
in Figure 6b),[60] and the power-law coefficient is similar to the 
number of absorbed photons.[59] The electron emission can be 
described by the optical-field tunneling process (dashed green 
line in Figure 6b) when Flaser is high (>10 V nm−1).[61]

Understanding the optical-field-driven electron dynamic in 
tunneling junctions has been found to be crucial in the design 
of integrated plasmonic and optoelectronic devices that operate 
at attosecond timescale. Brida et  al.[153] reported a coherent 
control of the electron tunneling control in a bow-tie struc-
ture using the CEP of a short-pulse laser. Due to the high field 

Figure 6.  Representative optical-field-driven direct tunneling devices. a) Sketch of a metallic tunneling junction with electrons being emitted after 
excitation with a femtosecond laser pulse (Laser energy: 0.9–1.3 eV, Flaser: 0.6 V nm−1). b) Electron emission probability as a function of the lasers 
optical field intensity Flaser as suggested by Keldysh Theory (blue line). The corresponding Keldysh parameter γ is displayed on the top axis. For a low 
Flaser, the Keldysh curve approaches the multiphoton absorption regime (red dashed line), whilst for a high Flaser, the Keldysh curve is approximated 
by an optical-field tunneling probability (green dashed line). a,b) Reproduced with permission.[158] Copyright 2019, American Chemical Society. c) SEM 
image of a gold bow-tie antenna with two electric contacts. Two single-cycle laser pulses delayed by a time Δt are focused onto the nanogap. The red 
arrow indicates the positive direction of the electric field and the white arrow gives the corresponding direction of the electron transfer. Inset: Enlarged 
view of the gap region. d) The pulse-averaged light-driven current induced as a function of free-space electric field amplitude of the laser pulses. The 
current is modulated sinusoidally with a phase ϕ that is directly related to the far-field CEP of the driving pulse ϕ  =   CEP + δ. c,d) Reproduced with 
permission.[154] Copyright 2019, Springer Nature. e) Schematic of femtosecond-laser-induced field emission in the SWNT nanogap device. Reproduced 
with permission.[165] Copyright 2019, AIP Publishing. f) Schematic of femtosecond-laser-induced field emission in a graphene nanogap tunneling device. 
Reproduced with permission.[166] Copyright 2018, American Chemical Society. g) Schematic of a Gr-BN-Gr device under optical excitation. Reproduced 
with permission.[167] Copyright 2016, Springer Nature.
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enhancement in the gap region (≈35), the peak current densities 
of the device were very large (50 MA cm–2) and corresponded 
to the transfer of individual electrons in a half-cycle period of 
2 fs. More recently, the same team measured interferometric 
autocorrelations of an ultrafast current induced by optical field 
emission across a nanogap consisting of a single plasmonic 
nanocircuit. It was shown that the measured response reflects 
the interplay between the CEP of the driving pulse, the plas-
monic resonance of the antenna, and quiver motion of the 
released electron.[154] Figure  6c depicts the conceptual scheme 
of this experiment. The single-cycle pulses were set to vari-
able time delays Δt and then focused tightly onto a single plas-
monic bow-tie antenna. The relative CEP of the biasing pulses 
could be fully controlled with a precision of 10 mrad. The Au 
nanoantenna features a 6 nm gap (inset of Figure 6c). Under a 
static time-invariant electric bias, this structure exhibits an I–V 
characteristic that is antisymmetric and highly nonlinear.[153] 
As a result, an optically induced symmetry breaking occurs 
which leads to a net current that depends on the CEP of the 
driving pulse. Consequently, for a 2π CEP sweep, the integral 
current passes through a maximum, crosses zero, and finally 
completely reverses its direction. The current measured as a 
function of the optical field amplitude of the single-cycle pulses 
is shown in Figure  6d. The current is modulated sinusoidally 
with a phase of ϕ that is directly related to the far-field CEP of 
the driving pulse φ  =  CEP + δ. Understanding such optically 
driven electron dynamics at the nanoscale will facilitate control 
over electron transport on atomic time and length scales, which 
promises unprecedented precision and control for new devices, 
such as CEP photodetectors or ultrafast all-optical transistors 
and gates.

4.1.2. Devices Based on Low-Dimensional Nanomaterials

Nanocarbon materials have the potential to serve as an ideal 
material platform for the electron tunneling devices working 
in the optical-field-driven regime.[72–74] Optical rectenna can 
directly convert free-propagating electromagnetic waves at 
optical frequencies to direct current.[159] The cutoff frequency 
for a rectenna is defined as fc =  1/(2πRACD),[160] where RA is the 
antenna resistance and CD is the capacitance of the rectenna 
diode. The diode capacitance is given by CD  = ε0 εA/d, where 
ε0 is the permittivity of vacuum, ε is the relative permittivity 
of the insulator, A is the area, and d is the insulator thick-
ness. Diodes operating at cutoff frequencies on the order of 
1 PHz (switching speed ≈1 fs) are feasible if their capacitance 
is on the order of a few attofarads (aF).[160,161] This can be real-
ized by a suitably designed antenna coupled to a diode. Cola 
et al.[162] demonstrated an optical rectenna operating at 564 THz 
by engineering an MIM tunnel diode, with a junction capaci-
tance of ≈2 aF, at the tip of a vertically aligned multiwalled CNT 
(≈10 nm in diameter), which acted as the antenna.[163,164] Due to 
self-assembly, nanocarbon-based devices are significantly easier 
to fabricate at the nanoscale than traditional materials-based 
devices, improving not only device yield but also the device 
optical cutoff frequency.

Recently, electronic control of an ultrafast tunneling elec-
tron emission source was demonstrated in a single-walled CNT 

(SWNT) nanogap irradiated by a femtosecond laser pulse,[165] as 
schematically illustrated in Figure  6e. The photoinduced field 
emission in this SWNT device exhibited switching operation 
due to gate-induced variations in the effective barrier height. 
The photoelectron emission was tuned by gate-induced changes 
in the electronic band structures. As a result, the use of an 
SWNT provided an additional degree of freedom for controlling 
the electron emission yield and dynamic electron motion in the 
strong-field tunneling regime. Since then, nonlinear strong-
field photoemission has recently been reported for a semicon-
ducting SWNT emitter,[165] which may prove particularly useful 
for future applications in attosecond electronics and photonics.

The atomically sharp edges and large crystallographic damage 
of the family of graphitic nanocarbons, and in particular gra-
phene, are of key importance for their impressive ultrafast 
electron emission properties, specifically in the strong-field 
tunneling regime.[166] As schematically illustrated in Figure  6f, 
strong photoinduced currents were produced when the gap area 
was irradiated by a focused ultrashort pulse laser (wavelength, 
λ = 800 nm). Optical-field emission dominates the emission pro-
cess for γ ≤ 1, whereas γ has been limited to ≈0.7 for λ < 1 µm. 
The graphene-based tunneling device achieved γ  < 0.5 for an 
extremely low laser pulse energy of 15 pJ, owing to the large field 
enhancement of these 2D materials. At the maximum power 
condition, an extremely low Keldysh parameter of γ = 0.2 can 
be reached.[166] For the low-power condition, most of the photoe-
mitted electrons undergo a quiver-motion and as a result, the 
electron wavepacket extends in time over an interval of the order 
of 10 fs. Conversely, in the high-power regime, more electrons 
are emitted in the sub-cycle, traversing the optical near-field 
of the antenna within less than one half cycle. This results in 
considerably shorter wavepackets than in the low-power case. A 
notable transition in the dynamic behavior of the electron emis-
sion can therefore be achieved by going from quiver motion to 
the sub-cycle motion with a change in the field intensity of the 
driving pulse. This result indicates that strong-field emission will 
allow for the creation of trains of ultrafast electron wavepackets 
with a temporal width of less than one half-cycle of the incident 
laser pulses. Ma et  al.[167] demonstrated the control of ultrafast 
electron thermalization in a graphene–hBN–graphene structure 
(Figure  6g),  which showed a transition between different tun-
neling regimes and offered a means to modulate the electron 
energy transport in ultrafast tunneling dynamics. Some other 
low-dimensional nanomaterials, such as transition metal dichal-
cogenide (TMD), are also explored in optical-field-driven tun-
neling devices due to their optoelectronic properties.[168] Sushko 
et  al.[169] reported large photocurrents upon optical excitation 
in h-BN/TMDs devices, which is attributed by Auger recombi-
nation in the TMDs. The primary difficulty in utilizing nano-
carbon-based materials lies in their large-scale uniform prepara-
tion; however, steady progress continues to be made and such 
materials are viewed as being increasingly practical for deploy-
ment by many. In the near term, nanocarbon-based nanogaps 
will continue to be used to make important contributions to 
the development of tunable devices that can produce ultrashort 
electron pulses for future applications in table-top attosecond 
streaking, spatiotemporal imaging and high-speed electronics.

Most recently, using semiconducting CNT emitters, Dai 
et  al.[73] demonstrated an extreme nonlinear photoemission 

, D
ow

nloaded from
 https://adva



2101449  (12 of 17)

behavior in the strong-field regime.[72,170] In the case of 1D CNTs 
(Figure 7a), electron tunneling may start from CB states at a rela-
tively low field due to the lower barrier height. However, the elec-
tron density in the edge of the valence band (VB) is much higher 
than that in the CB states. As a result, the emission current 
from the VB edge can be comparable to or even larger than that 
from the CB (Figure 7b). Figure 7c shows the measured optical-
field (F) dependent total photoemission current (I) for this CNT 
emitter. The I–F curve reveals a conventional strong-field pho-
toemission behavior in the low-field section, with a transition 
the multiphoton photoemission (MPP) (gray pentagonal dots, 
Figure 7c) to an OFE regime (CB-OFE, green square, Figure 7c). 
At F ≈1.1 V nm–1 (corresponding to γ ≈ 0.7), an extremely non-
linear strong-field photoemission curve with a curve slope of up 
to 40 can be achieved and a new emission regime sets in which 
is termed the VB-OFE regime (purple circular, Figure  7c). As 
shown in Figure 7d, in the VB-OFE regime, I is modulated effec-
tively with a depth up to 100% by changing the CEP. This result 
clearly shows that full access to the VB-OFE regime can offer 
more sensitive-CEP-control over the photoemission process than 
previously achieved. This is promising for the development of 
sensitive CEP detectors simply by using a source meter.[3]

The high spatial and temporal resolution, high modulation 
sensitivity, control over the electron motion, and sub-optical-cycle 

response of direct tunneling electronic devices ensure that such 
devices present unprecedented potential in nonlinear optics, 
femtosecond and even attosecond optoelectronics.

4.2. Optical-Field-Driven Resonant Tunneling Devices

Recently, the optical-field-driven method has been extended to 
other electron tunneling mechanisms, such as resonant tun-
neling[171] and inelastic tunneling.[172] Davidovich[171] demon
strated a new model of time-dependent tunneling without 
the introduction of boundary conditions. Here they propose a 
joint solution of the time-dependent Schrödinger and Poisson 
equations, which is used to analyze the optical-field-driven  
double-barrier resonant tunneling diode. The model is based 
on an integral equation obtained by the time-dependent 
Green’s function method. The potential function profile of a 
two-barrier structure is shown in Figure 8a, which depends 
on the doping profile and barrier widths. Figure  8b shows 
the calculated voltage U (1, right scale) and current density J  
(2, left scale) as a function of dimensionless time. A phase shift 
of approximately π is seen in Figure 8b, which indicates that the 
differential conductivity is negative and the structure can serve 
as a generator of ω0 and 3ω0 frequencies. This new model of 

Figure 7.  Extreme nonlinear strong-field photoemission from CNTs. a) Diagram of optical-field emission (OFE) from CNT. Electrons (blue balls) 
are emitted from semiconducting CNT, driven by a negative half-cycled (red line) strong electromagnetic field of a femtosecond laser. b) Diagram 
of transition into the valence band-dominated OFE (VB-OFE) that occurs at a relatively high optical-field strength. c) I–F curve of aged CNT cluster 
in which the metallic tubes have been removed. Three different regimes of nonlinear behavior are observed: multiphoton photoemission (MPP) 
(gray pentagonal dots); conduction band-dominated OFE (CB-OFE) (green square dots); VB-OFE (purple circular dots). An extremely high slope 
of K = 40 (dashed line) was observed. The inset shows the SEM image of the emitter. Scale bar is 2 µm. d) The CEP-dependent photoemission 
current at a fixed laser intensity with a peak F = 1.3 V nm–1 together with a cosine fit (solid line). a–d) Reproduced with permission.[73] Copyright 
2019, Springer Nature.



2101449  (13 of 17)

time-dependent tunneling has been proposed to describe time-
dependent resonant tunneling diodes and other structures with 
several barriers varying in time in a finite region, and can con-
currently, be used to solve the open problem of the wavepacket 
tunneling time.[173]

4.3. Optical-Field-Driven Inelastic Tunneling Devices

Gordon et  al.[172] first demonstrated light-induced inelastic 
tunneling emission (LITE) in metal tunnel junctions. This 
device is shown schematically in Figure 8c. Similar to electric-
field-driven inelastic tunneling device, it can produce photon 
emission. Figure  8d shows a schematic of this effect where 
the energy gap of a nanoscale self-assembled monolayer pre-
sents a tunneling barrier and the energy bias across the bar-
rier oscillates with the applied field from the femtosecond 
pulse. Figure 8e shows the LITE spectra recorded on a fiber-
coupled photon-counting spectrometer. The extremely bright 
emission from the LITE process can be observed by the naked 
eye. This phenomenon is promising for producing ultra-
fast upconverted light emission with higher efficiency than  
conventional nonlinear processes. By exploiting plasmonic 

resonances, the reduced tunneling bandwidth and more 
stable junction materials, LITE has significant potential for 
the realization of a highly efficient ultrafast source of upcon-
verted photons.

Recent studies of optical-field-driven electron tun-
neling devices have already demonstrated great poten-
tial in achieving high working frequencies and in doing 
so have revealed a plethora of new and enticing physics in  
field-driven electron dynamics. Though moving rapidly, 
further theoretical and experimental research is crucially 
needed. For example, in the direct tunneling regime, trans-
port in optical-field-driven electron dynamics in nanogap 
is not clear yet, in part due to the large parameter space 
which includes size and electronic structure of the nanoscale  
emitting tip, and the laser wavelength and intensity. Also, 
up to date, most of the work has focused on controlling  
electron dynamics optical-field emission in new types of 
tunneling devices. So far, only few studies have analyzed 
the interaction of the tunneling electrons with solid-state 
quantum emitters. Such experiments are of crucial relevance 
for exploiting the enormous potential of tunneling devices in 
future ultrafast all-optical and quantum optical information 
processing.

Figure 8.  Other novel optical-field-driven tunneling devices. a,b) Time-dependent resonant tunneling in a double-barrier diode structure. a) Top: 
potential function profile for the symmetric double-barrier structure (the energy is measured from the bottom of the conduction band of the cathode). 
Bottom: Its distortion induced by the voltage Ua applied to the anode (the energy is measured from the bottom of the conduction band of the anode). 
b) Voltage U and current density J versus the dimensionless time  /(2 )0ω π=t t . a,b) Reproduced with permission.[171] Copyright 2019, Springer Nature. 
c–e) Light-induced inelastic tunneling emission. c) Schematic of a metal nanoparticle on an ultraflat gold film covered with a self-assembled monolayer. 
An incident light pulse drives electron tunneling which emits a higher energy photon due to inelastic scattering. d) Schematic of light-induced inelastic 
tunneling emission (LITE) effect resulting from the AC field of a femtosecond laser creasing an oscillating bias voltage across the tunnel junction. The 
bias field is represented by a slope in the barrier potential. When the field induces tunneling, an upconverted photon can be emitted by inelastic scat-
tering. e) Emission spectra for four different average powers, showing the characteristic spectral shift of LITE. c–e) Reproduced with permission.[172] 
Copyright 2020, Optical Society of America.
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5. Outlook

Primary studies have demonstrated that optically controlled 
electron tunneling through nanojunctions and nanogaps may, 
in principle, greatly increase the speed of future electronic 
devices by five to six orders of magnitude, providing unprec-
edented access to an entirely new class of electronics that are 
cable of operating at Peta-hertz (10–15  Hz) frequencies. The 
atomic-scale tunneling emission surfaces of newly emerging 
low-dimensional materials, such as carbon nanomaterials, are 
proving to be key in the development of new approaches to sub-
femtosecond duration tunneling; and in doing so will play a key 
role in achieving Peta-hertz devices. However, before achieving 
such a landmark achievement a number of major fundamental 
and technical challenges must be addressed. For instance, the 
fundamental physics of the process of optical-field-driven elec-
tron tunneling in low-dimensional nanoscale systems must be 
distinctive due to the quantized electronic structure, compared 
to traditional materials with continuous electronic structure. 
This should be further elucidated, with ongoing investigations 
into strongly coupled ultrafast dynamics such as electron–
electron, electron–phonon, and electron–plasmon interac-
tions, all of which are likely to require parameter decoupling 
through the use of extreme conditions including cryogenic 
temperatures and ultrashort laser pulses. Concurrent time-
dependent ab initio calculations will prove essential in the 
design of materials and device architectures. With a focus on 
materials, highly stable strong-field photoemission materials, 
with unique properties such as low work function, high break-
down threshold, controllable and engineered doping profiles 
and band structures, designed by density functional theory 
and synthesized by atomic-precision additive-manufacturing 
will be an essential element of the emerging “lightwave elec-
tronics” toolbox. Most importantly, increasing studies of the 
interaction of tunneling electrons with quantum emitters are 
needed to devise new classes of all-optical and quantum optical 
switching devices. Such work offers the exciting prospect of 
merging some of the recent developments in ultrafast elec-
tron microscopy and tunneling devices, potentially providing 
a new level of control over the dynamics of electrons in func-
tional nanodevices. With continued convergence of strong-field 
physics, attosecond technology, and materials science, optical-
field-driven electron tunneling devices working at attosecond 
timescale are looking to be increasingly attainable. Based on 
optical-field-driven electron tunneling, such systems will drive 
a new paradigm in high-speed optoelectronics and in doing so 
will reshape modern information technology.
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